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ABSTRACT

The United States Navy lacks the proper and efficient

2 £ . tools to evaluate/predict the performance of computer
systems during the early design phases of system
development. This thesis applies state of the art techniques
to provide a methodology that can  assist in the
evaluation/prediction process for Naval fire control
systems. The computer system evaluated is a part of a
modular addition to existing shipboard gun fire control
systems. A contract for the GEngineering Development (ZD)

phase of the program has recently been awarded to industry.

The computer system architecture is evaluated utilizing a
Petri-Net simulation which is best suited to the purpose of
concurrent computer system performance prediction. The
f prediction model, describved herein, accomplishes the
‘ evaluation with the results teing utilized ¢to recommend
possibvle performance improvements in the hardwvare and

software to the U.S.Navy Program Office.
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-+ INTRODUCTION

A. BACKGROUND

The fire control system evaluated, the SEAFIRKE program,
is presently 1in the Engineering Development (ED) phase of
the weapon system development process with system deployment
expected some time during the mid 1980°s. A Request For
Proposal (RFP) for the design of the system was released to
industry and was responded to by a number of contractor
teams. A thorough evaluation of these proposals, which
included technical, management, cost and schedule factors, ‘
was vperformed over a ten month period resulting in contract 4
award to industry during 1979. The contractor, although
provided an AN/UYK-2¢ computer as a baseline processor, was
not prohivited from using additional imbedded processors to
support/enhance his design. The AN/UYK-223, being a standard
Navy computer, was required for use in the SEAFIRE system at
this time. The Program Office, however, has plans to replace
the AN/UYK-2¢ with a modern computer prior to the SEAFIRE
fleet introduction. These plans though will only bde
implemented if the AN/UYK-20 is replaced as one of the Navy
' standard computers and if the Naval Material Command allows
I ' it to occur.

; The computer architecture, as designed by the
& . contractor, represents an untested real time combat
'

subsystem. This thesis attempts to evaluate the SEAFIRE

o | 7
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computer architecture and provide a meaningful input to the
U. S. Navy SEAFIRE program office (Naval Sea Systems

Command) as to its predicted performance.
B. APPROACH

The first step to accomplishing this goal was to become
familiar with the present desigzr status of the computer
architecture and to develop liason with its designer. The
present level of the design drove the evaluation to a
modular configuration, as would be expected at this point in
the design process. A determination was then made to
establish the performance measures on which to measure or
estimate the performance of the system.

The next step wvas to research a number of available
methodclogies for <computer architecture performance
prediction and to select the one methodology determined bvest
suited for this project. The mcdel selected was designed by
L.A. Cox, dased on work led by J. Dennis at M.I.T. and other
researchers. This model was developed to execute on a non
standard CDC-7600 computer system ard thus required
consideradle effort in program modification to enadle it to
run on the PDP-11/5@ minicomputer at NPS.

The remaining work consisted of developing program
representations of the SEAFIRE software and hardware for use
in the simulator, and finally irm the analysis of the

results. A numbder of assumptions, which were required due to




a lack of information, are denoted throughout this. thesis. A

listing of the final version of the Petri-Net simulator is

contained in Appendix A.
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II. IHE COMPUTER SYSTEM ARCHITECT

A. INTRODUCTION

How does the computer system architect cope with the
rapid pace of computer technology? His capability to
describe the hardware at specified levels in an efficient,
interactive manner that provides a dynamic atmosphere during
the 1life of computer design may be the key. This chapter
deals with a spectrum of design techniques that assist the

architect.

B. COMPUTER SYSTEM ORGANIZATIONAL LEVELS

According to Doty and Liposki (11) Von Neumann’s 1946
paper, "Preliminary Discussion of the Logical Design of an
Electronic Computing Instrument” is fundamentally one of the
most significant papers in computer architecture written;
principally because it was written 15 years before the tierm
was coined (Von Neumann claimed no ideas but was merely a
focal point for them). This paper outlined the four
principle wunits required of a general computing system; the
control unit, the data operator, the memory, and the input/
output unit. These units form the conceptual dasis of almost
all current computers.

vhat is computer architecture? By “computer

architecture” we mean the abstract, functional description

11
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of a computer as seen by a machine-level programmer, that
is, everything the programmer needs to know to write
programs that run effectively on the computer (i.e., the
conceptual structure and functional ©behavior, as distinct
from the organization of the data flow and controls, the
logical design, and the physical implementation). As a
result of the changing technologies of processors and
memories, deficiencies 1in earlier designs, as well as
innovations ir networks and distributed processing, computer
architecture is evolving rapidly.

In addition to technology, there are several other key
factors that contribute to architectural innovation; most
significant are 1iacreasingly inexpensive hardware and the
rising cost of software (human labor). All future systems
should be designel with consideration of these and other
factors.

A good system can be defined as a well-organized
collection of components chosen to meet the system goal. A
modular system is a collection of these component modules.
The systems are the largest design units, and subsystems are
convenient intermediate-level complexes (18).

One system’s components may be another’s systems, in
different sitvations. Therefore, a complex system desigzn
should bYe described at a number of different levels which
may change dynamically as the design proceeds from concept

to implemertation.

12




1. _Levels of Hardware Design

Bell and Newell (2) define the 1levels 4in the
hierarchy of digital computer structures 1largely on the
basis of considering the different activities of different
tecknical practitioners. The “institutional positions’ of
logic designers and circuit designers are used as evidence
for the existence of distinct levels. Their highest 1level
(the PMS-Processor Memory System level) has computers as

structures and processors, memories (storage) etc., as

components. The rnext, or programming level, sees programs as
made of compoment {instructions, oprerators, etc. The three
3 . logic design levels are the:

1) Register Transfer Level - arithmetic units made from

registers, controls, data operators;

2) Sequential Switching Circuit Level - counters made
from flipflops, latches;

3) Combinatorial Switching Circuit Level - encoders,
selectors, iterative nets made from logic gates.

The 1lowest 1level they consider is the circuit level
where example systems (circuits) are amplifiers, clocks and
gates and where the components include relays, transistors,
L, resistors, diodes and delays. The essential constraints for
ﬂ i. the notations to satisfy are ones of completeness,
; flexibility and brevity ( high informational density) (3).
,# . An appropriate criterion might be to identify a level of

' design with a design description (specification) then:

13
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“A system level . . . is characterized by a distinct
specification for representing the system (that is, the
components modes of combdination andi laws of bdehavior). These
distinct languages reflect special properties of the types
of components and of the way they comdbine . . . The fact
that the languages are highly distinct makes it possjble to
be confident about the existence of different levels (2)

This method of identifying the various levels of system
design allows one to identify ¢the most recently emerged
levels, bdut 1t leads to a significant difficulty. Whenever
it is difficult to decide whether two languages are highly
distinct, it 1s also difficult to decide whether they define
different 1levels. Thus it seems as though there are no
effective procedures, even in principle, for counting the
number of distinct 1levels of system desizn. The number of
levels, and thus the extent or depth of the 1levels, are
difficult to precisely determine,

This view introduces a new notion: the span (depth) of a
level is commensurate with the short term compreheansion of a
human being. That is, one historical reason for designing a
large system in successive stages has bdeen that the human
designer has a certain 1limit ¢to the range of detalled
consideration which he can instantaneously handle
effectively (althouzh Cray/Amhdahl developed computers
individually). If the design process is to be automated, it
might bve initially done in smaller steps _than humans
currently handle (for the machines are notoriously inept at
handling the intuitive associations which a designer

employs). The number and span of the desizn steps has always

been difficult to precisely determine and we should expect

14
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them to continue to change in the <future (18). It is

important to remember that all our experience to date shows

that design automation cannot rely too much on artificial
methods; the human has to stay involved.

The design specification is the key to the definition of
a level. The language defines the level; s the tool for
designing at that level} expresses the components and
systems of the level; and provides the documentation for
design at that level. The lowest-level, irreducible units of
a design are the primitives (words) of the language; the
system structures designed at that level are the sentences
of tke language. Preparing a design at a given level means
writing a statement in the language of the 1level. The
process of desizning an entire system decomes a prScess of
carefully translating statements in one higher-level

language to successively lower levels.

15




C. COMPUTER HARDWARE DESCRIPTION LANGUAGES

Computer hardware description languages (CHDL’s) can be‘
defined as languages for describing, documenting,
simulating, and synthesizing digital systems with the aid of
a computer (23). A CHDL can be used to describe the logic
gates, the sequential machines, and the functional modules,
along with their interconnection and their control, in a
varlatior of a programming language tuned to the overall

needs of describving hardware.

1. ‘Design Automation

Just as software designers use high-level languages to
express algorithms in terms of 1anguége statements, So
digital hardware designers are ©beginning to use hardware
description languages to describe the digital systems they

) want to design (24).
The task of designing a digital hardware system can be

considered as consisting of the following steps:

1) The generation of a system diagram from the

specifications of the system to be designed.

'
I ‘ 2) The production of detailed logic diagrams for each
;. subsystem.

i . 3) The partitioning of the logic diagram into general
Lo units.

' 1€
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4) The assignment of integrated <circuit chips for
implementing each unit.

5) The placing of chips on logic cards and of cards on
boards; and

6) The interconnecting of the chips.

7) The testing of the integrated circuit boards.

Computers have been widely used for aiding steps 4 to 7.
A total design automation system requires that steps 1 to 6
be automated. CEDL’s can be used for aiding system and logic
design as well as partitioning a digital system. A designer
can use a CHDL to express his design and leave the exacting,
tedious, uninteresting details to a computer (23).

The process of automated logic design may consist of
the following steps:

1) A designer expresses his design in a CHDL by writing
a program.

2) A hardware compiler (translator) checks the syntax,
consistency, etc. of the languaze statements and reports the
errors to the designer for correction. After the errors are
corrected, the translator produces a data base to be used by
the system simulator and the logic synthesizer.

3) The system simulator models the design at the system
level. This ‘will save the large amount of computing time
used for simulating everything at the detailed gate level.
If the system performance 1is wunsatisfactory, the design
language statements are modified. If ¢the performance 1is

satisfactory, the next step is taken.

17
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4) The logic synthesizer (a program) uses the data base
produced by the translator, accepts the types and
constraints of logic componernts, and produces a logic
diagram.

Since a CHDL constitutes the 4input to the design
automation process, 1t plays an important role in the task

of achieving automated logic and system design.

2. Disjtal Hardware Languages Under Development

A number of digital hardware larguages exist today arnd
are in wuse by industry as well government sources. One of
the most recent uses in the military was for the selection
of the Computer Family Architecture (CFA) (1,22). This was a
joint DOD effort aimed at providing defense systems
developers with a software compatible family of military
computers at varied 1levels of performance that have
extensive systems/support hardware. One facet of the
selection process was that the measurements and tests of
hardware candidates were made, not on the various computers
as physical objects, bdut on their formal descriptions
expressed in ISPL (Instruction Set Processor Language) (2).

This was the first time that the architectures of
commercially viable computers were described in a formal
language, the description compiled, and then used to drive a
simulator, executing bYenchmarks and diagnostic machine

language programs. A valid sign for future users is that it

i8
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was generally accepted by industry, military and government.

¥hat other methods have been developed since the above?

The remainder of this sectior covers several of the efforts

Dt St it M Cathini i IOt A e e b 4

presently being developed as a result of the Working Group
of the Conference on Computer Hardware Tescription

Languages.
a. Consensus language (CONLAN)

CONLAN is a consensus hardware description 1language
capable of representing hardware at several distinct levels
of detail (15). The range of language levels suggests a
family of larguages that share a common basic syntax and are
rooted 1n a common semantic base.

Guidelines laid down for the language follow:

A. CCNLAN must support design, description,
and simulation of at least the following’classes of systems:
gate networks, register networks, processors, memories,
processcr systems. Each class has been fully defined.
3 B. Any system may be displayed via either (a) a
network structure description or (b) a behavior description.
C. CONLAN is to service:

1. Computer architects and logic designers

for purposes of trade-off exploratioan and
optimization, desigr verification, and
design documentation.

2. Systems, micro, and applications program-

19




mers.

3. Electronics production engineers.

4. Maintenance engineers.

D. CONLAN syntax and semantics must support:

1. Well-defined descriptions

2. Machine parsing, interpretation and

simulation with error detection (strong

typing has been adopted)

3. Comprehersion of complex system structure

and function

4. Division of design efforts

5. Control over the level of adbstraction at

which subsystems are describded.

6. Simulation control

E. CONLAN will be evaluated in terms of
benchmarks such as: standard function declarations, time
operator declarations, integrated circuit descriptions (long
1ist, includirg microprocessors), design descriptions
(another long list including a multiprocessor system).
The details of CONLAN (i.e. BNF grammer, etc.) are

contained in (15). Since CONLAN is still under development,
additional information is availabdle only from the working

committee which is developing the language.

b. Digital Design Language Translator (DDLTREN)

Today, the greater complexity of systems, the desire for

20
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short design cycles and error-free designs, and the use of
array logic all suggest the need for machine assistance in
the logic design activity (8). DDL is a block oriented,
statement register transfer language for the description of
digital bhardware. DDLTRN is a program that translates a DDL
description of a digital system to Boolean equations and
register transfer statements suitable for driving a
companion simulator program DDLSIM (6,9). IDLTRN is written
in the IFTRAN (a structured FORTRAN) 1language (16).
Translation consists of replacing the syntax of more
abstract language constructs with more explicit syntarx,
yellding Boolean equations and IF-THEN conditioned register
transfer statements.

As mentioned earlier, DILSIM is a program for simulating
digital systems descrided using DDL (7). DDLSIM does very
extensive error checking of described systems, simulation
control cards, (same system with different data sets and/or
parameters), and the simulation process 1itself. DDLSIM
permits multiple simulation runs within one jJod in order to
either verify the system desige or study its behaviors under
different conditions.

DDLTRN/SIM and CONLAN are two examples of the growing
number of design/automation alds availabdle today. These
CADLs put the the architecture community in the position to
explore and develop needed design automation tools. Since
Dietmeyer is a member of the above committee, it would be

expected that many of his ideas will be incorporated into,
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or provide the bvasic proundwork for future efforts.
D.. INTEGRATED CIRCUIT (IC) DESIGN

Ev *ince integrated circuit designers bdegan to put
thousands of transistors onto a single chip, the cost, in
terms of human lador, required to lay out the circuit has
been extremely high. Although hardware has reached a point
of being consideradly cheaper than software, the Department
of Defense (DOD) requirements for special purpose, limited
market chips has seen its time. The need for good design
automation in the area of 4integrated circuit layout is
severe. What is needed, and what 1is evolving, are design
techaniques which free the designer from the tedious aspects
of IC design aail allow him to conceantrate on the more
creative and necessarily human side of the design process.

Using traditional methods, 1large scale integrated
éircuit lay out is a tedious, time consuming and error-prone
process. For commercial use, where 1literally millions of
fdentical chips are sold each year, the cost to do this has
not been a problem. But for the DOD it is ©decoming an
increasingly significant problem; especially since the DOD
market for ICs comprises only about 7% of the total 1IC
market and bdecause environmental and other constraints are
becoming more severe (16). The overall goal of an IC design
is to pack as much circuity as possible into the smallest

possidle amount of “chip real-estate”(IC density),




therefore, higher production ylelds may bde obtained.

1. The Problem and the Propnosed Solution

At present, when a company designs 1large scale
systems, there are often delays of months or even years 1in
the development of a prototype IC and the price for a single
chlp ranges from one quarter to half a million dollars, the
DOD is forced to revert to using older technology. This,
coupled with the typical eight ¢to fourteen year system
development cycle of large computer systems (examples
include A®GIS, TACFIRE and CDC STAR 1¢@), has created quite
a military dilema. Add to these problems the stringent
requirements for MIL-SPEC qualification, fault-tolerance,
built-in test, high clock rates, and the use of advanced
design concepts for affordadbility, causes the required chips
not be ready for several years and when available are
extremely high in cost to the user.

A new DOD (Tri-Service) program known as Very High Speed
Integrated Circuits (VHSICs) began at the start of FY 79 and
is a six year effort initially budgeted for in excess of
$2¢2¢ millier A4dollars. Program goals require a processing
throughput capability for computers of between 12¢ to 1000
times greater than presently exists.

The overall purpose of the DOD program is to:

. Advarcce 1introduction of VHSIC into military systems

by at least five years ahead of present projections

23
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. Focus industry attention on DOD reauirements through
the establishment of distinct goals and funding infusion

. Make the latest state-of-the-art devices availabdle
for military use in advance of commercial exploitation,
therebdy reversing the present two to five year lag betweern
commercial development and military availability

. Advance IC technology beyond the 1limits of optical
litho- graphy to submicron dimensions

. Replace over fifty or more present ICs with one IC,
theredby providing at least a ten-fold reduction in the size,
weight, power consumption and failure rate with accompanying
savings in both iaitial and 1life cycle <costs of present
military computer processing systems.

. Provide ICs with 169 times the processing throughput
capability of present ICs (16).

By meetirg the above stated goals, the DOD expects to
achieve affordadle chips, reduce potential supply and
logistics problems and maximize system reliability. The
improved architectural and design concepts should result in
a limited chip set with ©broad applicadvility to military

systems.
2. Can the Computer Archite E 8
Despite these advances that semiconductor technology
has created, the question arises as to whether the computer

architect can exploit these with proven 131esign methods of

24
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his own. A number of approaches have been actively pursued

over the last few years (see previous section). However,
there are not currently the languages, operating systems and
design methods nreeded to effectively employ the new LSI
devices which can now be produced. We would 1like to be
limited only by economic factors, not technical or
theoretical factors. A hope is that a new dimension for the
architecture of computer systems will emerge from these
design methods so that LSI design methodology can be used
effectively. There is a need to proceed slowly and rather
cautiously and to introduce somewhat more general purpose
description languages selectively.

The military system cannot afford these time delays and
much effort is being pursued to shorten this cycle and to
ottain industry input earlier. A major directive, Office.of
Management and Budget Directive OMB A:129 (17), has as a
major goal, 1industry 1involvement 1in system development
earlier in the conceptual development phase. This thrust,
combined with the availadility of the tools discussed in
this section on design automation and those to be covered on
architecture evaluation could bYe 1implemented as Concept
Development Phase evaluatiorn techniques. The impact would bde
to provide state-of-the-art computer designs at lower costs
with the added effect of shortening the entire

development/procurement cycle.
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E. SUMMARY

This section has provided the ©bvasis to understand
computer architecture as viewed by different practitioners
and how methods are being developed to assist in early
design phéses. These techriques can assist the DOD in
realizing better structured hardware and to accomplish the
tasks required.

The next section further defines the methodology phases

of architecture evaluation used to enhance the automated

design techniques covered.
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IIr. COMPUTER PERFORMANCE EVALUATION

A. INTRODUCTION

Computer performance evaluation attempts to provide a
methodology for examining the adequacy of a computer system
as it serves or will serve the needs of its users. In this
context, performance may be interpreted as the techaical
equivalent of the notion of value to the wuser. In other '
words, the performance evaluation activities can be regarded L
as those technical activities whose purpose is the
assessment of performance (how well the system worxs) (12).
This chapter discusses different 1levels of performance

evaluation.
B. PURPOSES OF PRRFORMANCE EVALUATION

In general, there are three major motivations for
performance evaluatior: selection evaluation, performance

prediction and performance monitoring. These purposes can be

classified along several dimensions according to their
specific objectives. As with many‘other system evaluation
techniques, these classifications are only convenient ways
of organizire a repertoire of knowledge in to a framework
wvhich can be more easily understood. The dividing 1lines ’
between categories are somewhat unclear, bdbut are utilized

for lack of a bvetter method.
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4. Selection FEvaluation

One of the most frequent reasons for initiating an
evaluation is to 1include performance as a “decision
criteria” in computer system or digital electronics system
decisions for a specified operational requirement. The
section on SEAFIRE provides a description Qf such a system
along with an overview of the original evaluation guidelines
for procurement of the system. It should be recognized that
the computer system was only a subsystem in the context of
the SEAFIRE hardware, which in turn was but a single factor
in the total weapon system procurement (cost, management,
etc. were also weighted as portiorns of system value). Each
competitive contractor teams proposal may bave contained one
or more superior subsystems, but were judged to have fallen
short in many other areas. For example, one of the losing
contractors may have had a vetter computer subsystem, but
poorer subsystems in the other areas. Additionally, his
management approach or cost proposal may not have been as
good as the winners’. Therefore, the weapon system design
selected may not necessarily provide the U.S Navy with the
"best” computer architecture available, but the overall
system approach is probably the soundest and tkhke most <cost
effective for the Navy.

In general, selection problems may be classified into

the following categories (12).
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a. Processing mode selection
b. Vendor selection

c. Installation Selection

d. System Component Selection
e. Application Program Selection
A definition of each category 1is not ©provided since the

content 1s clear.

2. QPerformance Projection

This evaluation technique may be the least frequently
used. The prodlem here is to estimate the performance of a
system not yet in existance (in some state of design). Thus, |

the evaluation is oriented toward a new system design, bdoth

hardware and software. The evaluatior technique pursued 1in
this research 1is encompassed within this category. The
performance evaluation of algorithms run on a particular
computer architecture 1is mostly conceraed with performance

prediction and is restricted, in zeneral, to some form of

computer modeling or simulation. In section V a method of
conceptually representing computer systems by use of a
concurrent control system model is explained. This method
forms the basis for the performance prediction system

developed by Cox (4) and modified for use here.
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3. Performance Monitoring

Cnce a system 1s operational, monitoring provides
data on the actual performance of the system. The
pertormancé statistics that may be obtained while executing
test prozrams aid in future equipment procurement decisions
and are employed by the system user for system tuning’ in
forecasting the impact of changes in the system (either 1in
reconfiguring the hardware or in improving executed software
modules). The 1impact of future technology and computer
architecture will greatly affect performance moaitoring at
all levels of the computer system. Internal and external
instrumentation will provide data accessibvle to the
performance evaluator. A distinction should be urnderstood
here tetween performance monitoring (continuous) and an
evaluation study. Cortinuous monitoring is usually performed
for a substantial portion of the lifetime of the existing,
running system. Its objective 1is to keep the system’s
performance under observation in order to detect performance
problems as soon as they arise. An evaluation study is
generally much more limited in time and is usually triggered
by the 1identification of a performance prodlem or the
suspicion of its presence. The following sections delineate

the evaluation aspects at various hardware levels.




a. At the Chip Level

With the trend to large scale «circuit integration,
performance evaluation through hardware instrumentation is

becoming less flexidle. The number of leads remain constant
or decrease while the number of functions increase with the
consequence of fewer test points per function being
available. Since the cost per gate has reduced by a factor
of 122 over the last ten years, it {is now -economically
feasibvle to devote some of the circuitry in these chips to

auxiliary functions such as performance monitorine. This

will provide built-in data analysis without the addition of

any hardware.

b. At the (P-1/0 Level

At this level the large - scale integrated circuit
chips will ©be interconnected in various ways to implement
the hardware instrumentation. Chips such as microprocessors
will be used to do the actual work in this area. As with the

‘ previous level, lack of test points is a major problem;

microprogramming causes an elimination of some prode points.

14

l Also, more test points are lost due to the trend towards
' eliminating peripheral channels, Costs can te reduced by
|

integrating device control units into the processor and

-

transferring information as serial bit streams.
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¢c. At the System Level ;

At this 1level, built-in hardware monitors may
provide additional assistance. The performance statistics
collected by the associated hardware/software can bte time
correlated through the use of other microprocessors. The
result is two fold: first to reduce the overhead of whatever i
software instrumentation is still required, and second to
eliminate the need for external monitoring devices. The
important advance at this 1level is that performance data
will bde stored under the system’s datadase management system
which will allow for on-line display of performance
monitoring data. The data is therefore availadle for on-line
input to various scheduling algorithms used to "fine ture”
the system dynamically. A major draw-back to this method may
be that the evaluation schemes will have difficulty 1in
dealing with the virtual environment of present and future
systems. An additional way would dbe the tendency to less

secure systems because of the required critical parameters

associated with the performance evaluation schemes.

d. At the Network Level

Distrivuted processing 1s the functional
", distridbution ard cooperative processing of user applications

among multiple, separately located computer systems of the
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same and/or different size and characteristics. The

decreasing cost of hardware coupled with tke increasing
performance of distributed systems offers some advantages to
rerformance evaluation at this level. Performance data can
be collected 1locally at each site and transmitted to a
central cite for evaluation and will provide a baseline for
network tuning. From a global viewpoint though, more factors
must be taken 1into account to assure that suboptimization

does not occur.

C. SUMMARY

This chapter has provided a partial outline of
performance evaluation techniques used for computer
evaluation. Other specific techniques such as Ybenchmark,
kerpel, analytical model, synthetic programs, etc. are
availadvle but not discussed here. A thorough discussion 1is
provided in reference 4. These areas are selection
evaluation, performance prediction ani performance
monitoring. The DOD requires a more defined approach to all
these areas bdut is most lacking irn performance prediction
techniques.

The next section describes a predictive method which

will be applied in this thesis.
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Iv. SEAFIPE (FLECTRO-OPTICAL FIRE CONTROL SUBSYSTEM)

A. INTRODUCTION

This section provides an overall description of the
SEAFIRE Program and outlines its 4intended capabilities.
SEAFIRE is presently in the 3ZErgineering Development (ED)
phase of the weapon system development process with system
deployment expected sometime during the mid 1980°s. A
Request for Proposal was released to industry and was
responded to by a numder of contractor teams. A thorough
evaluation of these preposals, which included technical,
management, cost and scheduvle factors, was performed over a

ten month period resulting in contract award to industry

during 1379. The computer subsystem section of the EFP s
more formally described and the computer architecture
response to this section 1is described at the component

level,

B. SEAFIRE DESCRIPTION

1. Subsystem Definition

SEAFIRE is an electro-optical fire control subsystem

modular addition to shipboard gua fire coatrol systems

(GFCS). This additior will allow control of the guns and

gunfire by the GFCS when ship’s sensors can designate
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certain targets to SEAFIRE for which an electro—-optical
sensor is effective. SEAFIRE will also allow uninterrupted

operation of GFCSs when the GFCS sensors are ineffective

* . because of performance degradation or are incapacitated by
equipment failure, casualty or tactical limitations. SEAFIRE
shall consist of an optical director (above deck) and
‘ control, test and display uaits. As a sudsystem integrated
with a GFCS, SEAFIRE will perform the following functions

against Surface Major Combatants, shore

vehicles/installations, surface coastal defense craft and
river patrol craft(22):

a. Target Detection—~SEAFIRE will provide the
GFCS with day and night, passive electro-optical imaging for /
detection, manual and auvtomatic angle trackinz, and active |
laser rangefinding. SEAFIRE will be capabdle of performing
these operations aecainst sea, surface and skore-based
targets which can be engaged by the GFCS during electroric
countermeasures (ECM), electro—optical countermeasures
(EOCM) and Emission Control (EMCON) conditions.

b. Target 1illumination - Once SEAFIRE has
established track of a target, SEAFIRE will bde capabdle of
providing laser target 1llumination for 1laser-guided
ordinance.

(]
l c. Other fire control functions -~ SEAFIRE will
; be capabdle of tracking reference points (laadmarks, buoys,

. etc.) to provide navieation data to the GFCS for indirect or ‘
: _

offset firing. SEAFIRE shall be capable of sharing its 1line
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of sight (LOS) to the LOS of the GFCS radars for'target
identification and check sighting.

d. Ancillary Functions - When not employed as a
target tracking seansor for fire control, the inherent
capabilities of SEAPIRE will provide ancillary functions
including, dut not limited to: detectioa of chemical agent
clouds, and aiding in navigation, station keeping, friendly
operations, surveillance, intelligence collecgion, swimmer
detection and underway replenishmeat.

In addition, SEAFIRE will be capable of being coanfigured
as a SEAFIRE independent GFCS for applications aboard ships
on which no other GFCS exists. As a SFAFIRE independent
GFCS, SEAFIRE should be capadble of performing, 1in addition
to a, b, ¢, and 4 adove, all functions necessary toc engage
and direct gunfire against all trackable targets. -These
functions will 4include, bBut not bde limited to: direct
acceptarce of tactical information, interface with ship’s

stable reference, generation of gun orders and iaterface

with gun mounts.




2. SEAFIRE General Description

SEAFIRE will be comprised of a director, ©passive

imaging sensors, laser transmitter and receiver, as well as
support, display, and control devices. SEAFIRE controls and

display will be integrated into the consoles in the MAKRK 86
and 92 GFCS applications. The controls and display 4im the

MAFK 68 GFCS application will be configured as a drever of

the AN/SPG-53 radar console. SEAFIRE will have an
independent c¢onsole 4inm the SEAFIRE irdependent GFCS. The

following major component 1list represents the SEAFIRE

baseline(21):

Director

Laser Rangefinder/Illuminator (LR/I)

Thermal Imaging Sensor (TIS)

Television Sensor (TVS)

Computer, Computer Program, and Kelated Equipment
Maintenance Panel

Interconrecting Cables

Remote Video Displays

Support and Test Equipment

Console

¢

‘ Automtic Video Tracker (AVT)
' Interface Module'

)

Video Character Generator

Video Processor
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REeal Time Clock

SEAFIRE is depicted 1in the functional ©block diagram of

Fizuré 1.

5. SEAFIRE Operational and Organjzational Concepts

SEAFIRE will be used in conjunction with the MARK
86, 68 (digital), 92 and SEAFIRE independent GFCSs with
ship’s interface being provided through the GFCS, except 1in
the SEAFIRE independert GFCS. In all applications, SEAFIRE
mode structure and controls should be designed to minimize
operator work 1load. The following 1list represents some
SEAFTIRE operational concepts.

a. For engagements 1in wh;ch the fire control
radars can provide adequate track data, SEAFIRZE may be used
predominantly in DESIGNATION/SLAVE for check-sighting,
threat evaluation, spotting correctionms for fall of shot,
and kill/damage assessment.

b. For engagements in which the fire <control
radars have degraded performance' due to ECM or clutter,
SEAFIRE will provide independent target tracking data. The
fire control operator can then select the sensor which is
providing the vest track data.

c. In the event of a detection/track function or
equipment fallure of ¢the GFCS sensor(s), SEAFIRE will
provide a total casuvalty capability for the GFCS,
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allowing continued gun and gunfire control by providing
target tracking data. This will be accomplished by using the
GFCS displays and controls, where practical, and the GFCS

computer to perform the gur control functions such as
ballistics, ammo select, fuze function and code set, signal
data transmission and mount status.

d. Under EMCON, the SEAFIRE passive imaging
sensors may be used in horizon séarch, or to evaluate
contacts detected by the ship”s other passive semsors. If

tactics permit 1limited emissions, the passive imaging

sensors may Ye used with the Laser Rangefinder/Illuminator
(LR/I) transmitting single shot to generate fire control
solutions while remaining covert.

e. For Laser Guided Ordnance (LGO) engagements

TAFPIRE will, as a minimum, provide laser target
i11luminatior during the actual guidance time of the LGO. To
minimize operator workload during this critical period of an
1 engagement, SEAFIRE should be optimized for automatic target

tracking.

C. REQUEST FOR PRCPOSAL

As previously mentioned, a Request for Proposal (RFP)
was released to industry for design and support of SEAFIRE.
The contractor’s response required not only a firm system
design but also data substantiating his awareness of and

implementation experience in production and 1life cycle

4¢




support of major weapons systems. The following is a list of

volumes included in the contractor”s proposal:

1. Prime Item Development Specification
2. Interface Definitions

3. Master Test Plan

4. Substantiating Technical Data

5. System Project Management

6. Training

?. Support and Test Equipment Plan

8. Contractor Purnished Spares and Repair Parts

9. Producibility Engineering and Planning

12. Technical Manual Organizational Plan

11. LAMPS Electro~Optical POD Engineering Considerations

12. Cost Data

The above 1list depicts the depth of design/suppor?
detail required of the contractor and are only mentiorned to
provide a top level view of the information used by the U.S.

Navy evaluation team.

1. Microprocessors/Firmware Requirements

The SEAFIRE computer (see Figure 1) is an integral

subsystem which provides for processing of all data
necessary for the functioninge of the system. The word
computer is a misleading term because it connotates a single

jtem. Although the SEAFIRE contractor was provided an
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AN/UYK-28 computer set with peripheral equipment for use
during system development and check-out, in actuality he was
not prohibited from using additional imbedded processors to
support/enhance the AN/UYK-280 processing capabdbilities.
Specifically the use of microprocessors was encouraged.

The PFP stated that microprocessors 1introduced {in
SEAFIRE would be selected based on performance,
logistic/maintenance support, ease of programming and cost.
Additionally, microprocessor architecture would have to be
designed to emulate a subset of the AN/UYK-22 computer
instruction repertoire such that presently available Navy
development software (e.g. CMS-2 compiler, assemdle debug
tools, data retrieval, data reduction, etc.) could be used
to minimize development/life cycle support risk and cost. At
least a 2¢ percent memory reserve and a 35  pergent
processing time reserve applies to each processor. In
addition, the firmware development/documentation/testing and
review would be treated the same as the software development
documentation/testing phases. Firmware 1is defined as all
software that 1is not residenat in the AN/UYE-22 and is
necessary for the operation of SEAFIRE. This includes all
programs developed for microprocessors, microcomputers, and
microcontrollers. The microprocessors were also to be
designed such that effort requirel to change the program for
an inservice SEAFIRE would be minimized.

Based on the above description in the RFP, each

contractor team vresponded with a distincly different
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computer architecture for SEAFIRE. Due to this fact and

others as stated bvefore, the evaluation of varying computer

architectures on the same strict performance factors
presented a difficult prodlem and 41d not necessarily result
in the "best” computer architecture selection. Be that as it
may, the desigrn presented in the next section 1is thre
evaluation object for this thesis and it is hoped taat as a

result of the performance evaluation, specific proposals can

be suggested which may provide possidble system enhancements.

D. PROPOSED CONTPACTCR SYSTEM DESIGN

1., System description

SEAFIRE, as descrided by the system contractor
(21),is an Electro - Cptical Fire Control Subsystem {(EOFCS)

modular addition to existing shipdoard Gua Fire Control

Systems (GFCS) Mk 86, Mk 68, and Mk 92. This addition allows
those functions previously defired.

The modular design of SEAFIRE permits it to de
configured as an independent GFCS for application onbdoard
ships on which there is no other GFCS. ( See Figure 2) As an
independent GFCS, SEAFIRE can perform the functions listed
above and all functions neccessary to engage and direct
gunfire against all trackable surface targets, including
direct acceptance of tactical 1information, interface with

ovn ship sensors, generation of zun laying orders, and
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interface with gun mounts.

2. General Description

SEAFIRE comprises two primary equipment groups,
which are implemented 1in accordance with the Standard
Electronic Module (SEM) program:

a) The abvove deck equipment, consisting of the EO
director. The EO director includes an enclosed turret, which
is mounted on the outer gimbdals of the SEAFIRE pedestal. The
turret enclosure is designed to house the Television Sensor
(TVS), Thermal 1Imaging Sensor (TIS) and Laser Rangefinder/
Illuminator (LR/I). The turret is temperature-controlled to
optimize sensor performance.

b) The bvelow deck eaquipment, consisting of the Below
Deck Processor (BDP), Pedestal Electronic Cabinet (PEC),
Environmental Control System (ECS), Power Converter Unit
(PCU), three remote video displays, and a coasole.

A common SEAFIRE interface allows integration with
host or independent GFCS without hardware or software
modifications. The console for the independent GFCS includes
the processing for gun order generation and interface with
own ship systems. This impacts only the external {nterface
to the applicabtle ship and not the basic SEAFIRE interface
design.

System processing is performed in the AN/UYK-20

computer programmed in the CMS-2 language. Computer program
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components are required to implement the following
functions: Executive, Input/Output, Control, Displays,
Director Control, Target Motion Analysis, Fault

* | ' Isolation/Detection, and Data Extraction. The program is
constructed in modules, with each module structured to
perform one of the processing functions. The multitrie of
functions that must bYe performed within the system are
interfaced and monitored for correctness by the BDP
Interface Controller, which also performs the core
activities associated with fault detection and location.

As prevgously mentioned, the <contractors’ use of
microprocessors was encouraged by the U.S. Navy. The
contractor has chosen to implement microprocessor technology
in the BDP - unit. Specifically, microprocessors or
microcontrollers are implemented in the following wunits of
the BDP:

a) Interface Controller (IFC) }

b) Automatic Video Tracker (AVT)

¢) Data Director (DD)

It was originally intended to perform the analysis
in this thesis on algorithms running on the microprocessor
architecture. But since much of the architectures’ software

and hardware 1s still in the process of design and the fact

¢

' that several areas may currently be proprietary to a
.. contractor or subcontractor, these architectures were not
|

evaluated. The particular facet of the system evaluated

' (AN/UYE-20 Computer Program Components) will be explained in




é later section.

3. AN/UYK-2@¢ Functional Description

This section provides an overview of the software
functional Computer Program Configuration Item (CPCI) and
its 1included Computer Program Components (CPCs). The
software architecture and interface are also descrided. The
SEAFIRE computer serves as the controlling center of the
SEAFIRE system, recelving data from its separate components,
and routing information to those components reouiring data
from other sources (see figure 3 ).

The SESFIRE Interface will provide the SEAFIRE
Computer with the means to comﬁunicace with all of the
SEAFIRE hardwvare components, collecting data from each
component and transferring these data to the SEAFIRE
Computer in a single bdlock. Similarly, the SEAFIIE Interface
will receive outputs from the SEAFIRE Computer and
distribute these data among the SEAFIRE hardware components.
To the SEAFIRE Computer, all of the SEAFIRE hardware
components appear to be a single device, btecause a single
block transfer 1s performed for Ddoth input and output.
Furthermore, & single 1input interrupt and single output
interrupt 1is involved. Tue to the appearance cf a single
input/output device relative to the SEAFISE Computer, the
softvare is discussed in terms of the SEAFIRE Interface (ie,

same as Interface Controller or Below Deck Processor).

47




VIDEO
GENERATOR/
PROCESSOR

i

SEAFIRE L
CONTROL COMPUTER
'PANEL , .
SEAFIRE L__I L_.-NTDS SLOW
INTERFACE : INTERFACE
TELEVISION
C SENSOR
tr o

THERMAL C

IMAGING

SENSOR AUTOMATIC

. ' |VIDEO
~ |TRACKER
LASER OWNSHIP
E RANGE FINDERY, | SENSORS
ILLUMINATOR
- = ]
|

} SEAFIRE | NON-SEAFIRE
' DIRECTOR | HARDWARE | HARDWARE
7 COMPONENTS | COMPONENTS
i L

SEAFIRE HARDWARE COMPONENT BLOCK DIAGRAM

Figure 3

48




‘.
. e - ars NS KN 3yt 4T AN LA T el

The host GFCS Operator will be able to control and

monritor the SEAFIRE System at the Weapon Control Console

(VCC). The WCC 1is upgraded to include a SEAFIRE Control
Panel for control, and a shared Video Display for
monitoring. The Television Sensor (TVS) or Thermal Imaging
Sensor (TIS), used with the AVT, and director position
1 readouts will provide the SEAFIRE Computer 1information
neccessary to determine target azimuth and elevation. The
laser Rangefinder/Illuminator (LR/I) will provide the range
to the target. Using information from these sources, the
SEAFIRE Computer will te capadle of outputting target
position, velocity, and acceleration to the GFCS for
‘engaging the target. The optically aligned TVS, TIS, and

} LR/I common optical pointing will de controlled dby a single

azimuth and elevation rate command from the SEAFIRE Computer
(see figure 4).

The target 1image data received by the TVS and TIS
will be sent to the AVT, where the target position 1s
calculated. The AVT will determine target position relative
to the upper left corner of the video raster and send the

target relative position data to the SEAFIRE Computer at a

6¢ Ez rate.
AVT data may come from either the TVS 'or TIS, but

’
‘. not simultaneously. The data source 1is specified by the
'
'

operator at the SEAFIRE Coantrol Panel. Additional options

. are availadle at the SEAFIRE Control Panel that affect the
' [
data flow from the TVS/TIS to the AVT and actual processing
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within the AVT, embedded microprocessor. The operator may

select one of up to six filters to modify the video input at
the TVS/TIS. For the TIS only, he may control the Gain,
Bias, and select either Black or White track. For the
TVS/TIS he may control video Echancement, Focus, and select
either Wide Field Cf View (WFOV) or Narrow Field Of View
(NFOV). At the AVT, he may select either Scene or Point
digital tracking.

The SEAFIRE Computer will pass the target position
through a Kalman Filter’? (1) to smooth the target position
to a steady state, (2) to calculate target position,
velocity, and acceleration and (3) to predict where fhe
target will bve in the next update cycle. The SEAFIRE
Computer will then output target position, velocity and
acceleration via NTDS Slow Interface, to the GFCS, so that
the GFCS can compute a bdallistic solution. The data input
and output over the NTDS Slow Interface will bve 4identical
for the four configurations cf the SEAFIRE System (Mk 86, Mk
68, Mk 92 and Standalone); therefore, only one version of
the computer program need be maintained. The development and
maintenance of only one computer program reduces costs and
accents software commonality. The SEAFIRE Computer also will
output commands to move the Director so that the target will
remain in the TVS/TIS FOV.

The STAFIRE Computer contains one Computer Program

Configuration 1Item (CPCI); the Operational C®CI. The

Operational CPCI {is wused as a GFCS to provide target




tracking ard engagement and ;o maintain the SEAFIRE system

in a state of operational readiness. The Operational CPCI

performs eight major functions:

a) Executive
b) Input/Output ,
c) Control
d) Display
e) Tracking
f) Director
g) Fault Isolation/Detection
h) Data Extraction
The CPCs 1listed ©bpelow perform the eight ma jor
functions of the Operational CPCI:

a) Executive

b) SEAFIRE Input Interrupt

¢) SEAFIRE Output Interrupt
d) NTDS Slow Input Interrupt
e) NTDS Slow Output Interrupt
f) NTDS Fast Input Interrupt
&) NTDS Fast Output Interrupt
h) Control Panel Input

1) Control Panel Processor

J) Director

k) Designation
1) Target Motion Analysis ;
m) Alphanumeric Display

n) Symbology Display
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o) Puilt In Test
p) Performance Monitoring

&) Data Extraction

i r) Clock Synchronization

The functions allocated to each will not be described
in detail. The data flow Dbetween each of the above CPC
functiors is shown in Figure 5. As can he seen Tareket Motion
Analysis (TMA) it is a major central function to the system
; as it 1includes I/0 to several other key functions. A

description of the TMA is delineated irn the next section.

4. Tarzget Motiop Analysis (TMA)

The TMA CPC is called by the Executive CPC at a 4 Hz

rate to compute target position, speed, and acceleration for

output to the GFCS and to the Display CPC. Executive rate
will be 4 Hz since GFCS outputs are reguired at this rate.
The TMA CPC will use the AVT reported target position
relative to the raster upper left corner position, Boresight
Offset, Sensor Type, and Director Azimuth and Elevation to
determine the target position, velocity, and acceleration.
The Director will provide 1inputs neccessary to
determine Sensor Line 0f Sight (LOS) in terms of azimuth and

¢

‘ elevation, ard the AVT will provide inputs such that target
’ azimuth and elevation relative to the LOS can be obtained.
}

In manuval track, only the Director angles are used. The LR/I

will provide target range as‘the input.
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The AVT will report the target azimuth errof and
elevation error. This position must bYe transformed to a
position relative to the LOS, and must be adjusted further
for the effects caused by Control Panel selections. Finally,
the position in elements must be converted to units in
degrees. Control Panel selections have the effects listed as
follows:

a) The number of degrees/element is different

depending on wide or narrow FOV selection.

b) The Boresight offset varies as a function of

TVS or TIS sensor selectlon.

c¢) The algorithm can be changed, and therefore, the

target position.

. The TMA CPC will include the necessary processing
to:

a) Correct for angle bias, convert target data

to the appropriate reference frame, and correct

for parallax.

b) Prefilter the data to correct for timing delays.

¢) Perform TMA computations required to derive

smooth target state variables (position, velocity,
acceleration) in both the stabilized Spherical

and Cartesian coordinate frames.

d) Perform necessary computations during coast

conditions.

e) Output track quality data.

At the end of the Kalman filter, maneuver detection
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is performed. The maneuver detection sudroutine is part of

the TMA CPC but is not discussed due to its classification.

E. SUMMARY

Now that the system has been described and methodologies
have been discussed in general for performance evaluation of
computer systems, the next 1logical step is a specific
application of one of these techniques. The next section
provides a description of the performance tool that is to be

applied in the evaluation of the SEAFIRE system.
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A. INTRCDUCTION

The methodology to be used for the computer performance
evalﬁation is the one designed by L. A. Cox, Jr. (4). This
section provides a summary of his approach.

"In his dissertation, Cox described the development of a
methodology for efficiently predicting concurrent computer
system performance. This methodology allows the estimation
of performance of an existing (or «conceptual) computer
organization operating on a linear mathematical algorithm.
An existing program is taken and the control structure of
all or some representative kernel of the code is expressed
in a fashiorn which makes the potential parallelism
exploitable. For a givern computer system, the control
structure dictated by the software can then be mapped onto
the hardware structure, ard the performance predicted.

The key to this process 1is the representation of a
kernel program or one of the bYasic cyclic events as a
special kind of Petri Net simular to a marked, directed
graph. In the directed graph, each arc can Ye regarded as
having some »propagation delay which is dependent upon the
performance of the computer system executing the program. If
these delays are fixed and known, then the question of
performance reduces to a quéstion about the minimum period

for the cyclic behavior of the marked graph which represents
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the program,

A requester/server interface provides for constructiop
of a two graph structure which allows the representation of
algorithms and hardwvare organizations by sSeparate graph
structures. This permits each graph to be constructed in
such a manner as to both express the coantrol structure and
to maintain a direct and meaningful representation of the

important concepts being modeled.

B. DEVELOPMENT OF THE DESIGN EVALUATION SYSTEM

An effective concurrent computer system design tool must
consider the characteristics of both systems and software on
a more conceptual level. Hopefully, the same descriptive
system could be employed to describe both the hardware
organization and the software requirements. The design
evaluation system should ©provide for the inclusion of
varying levels of detail in some hierarchical manner and
should provide quantitative results of concurrent systems in
some cost effective manner.

Why use Petri-Nets for the predictive system? A
Petri-Net may bdbe thought of as an abstract, formal model of
information flow. As such, it is possidle to descride not
only the information flow, but the controls and constraints
of such flow. The Petri-Net graph models the static
structure of a system ian much the same manner as a flowchart

models the structure of a computer program. In order to
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represent the dynamic properties of the system to bde
modeled, a Petri-Net can be "executed” to respond to the
flow of information (or tke occurrence of events) in the
system.

The static graph of a Petri-Net is composed of two types
of nodes, circles which are traditionally called places, and
bars which are called transitions. These nodes are connected
by directed arcs which run from either places to transitions
or from transitions to places. The source of a directed arc
is referred to as the input, while the terminal node is
referred to as the output.

The dynamic execution of a Petri-Net 1is <controlled by
the position and movement of information, as represented dy
markers which are called tokens. Movement of the tokens
proceeds according to certain rules. A token or tokens move
wvhen a transiticn fires. In order to fire, a transition must
be enadbled, that is all of the places which are 1inputs to
the transition may fire. When a transition fires, the tokens
are removed from the input places, and tokens are placed on
all output places of the tranmsition.

Petri~Nets can model actual parallel processes by
attaching some significance to tokxen movement. For example,
multiple outputs from a transition create multiple tokens
upon firing, which could bde interpreted as a fork"
operation activatirg multiple parallel processes. Similarly,
the multiple inputs to a transition (which must all bde

marked for the transition to fire) could be interpreted as a
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'Join" operation terminating or merzing independent parallel

sequences.

In each case, the status of the execution at a given
{ time can be described by defining the status of the toxens.
This distridution of tokens in a marked Petri-Net is called
the marking, and defines the state of the net for a given
instant., Figures 6 through 9 show the different stages of a
marked Petri Net progressively at incremental time units 1in

the systenm.

As first formally defined by Petri, Petri-Nets were not
always deterministic. For the purposes of performance
evaluation, a small restriction was made to eliminate
non-determinism, something not generally sought after irn

elither hardware or software.

Petri-Net concurrent control system models have many
characteristics which are desirable in a concurrent computer
system performance prediction system. This model is capable
of representinz bdoth hardware and software systems and is
hierarchical in nature. These characteristics are {important

in the predictive system.
C. THE PETRI PERFORMANCE PREDICTIVE PACKAGE (P4)

[
‘, The reauirement for an architectural desizn aid existed.
'
]

Cox created and implemented on an experimental bdasis, a

.f . performance prediction system based on Petri~Net models. The

system, named P4, standing for Petri Performance Predictive
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Package, is describved below. Major components of the P4

system, and the system’s intended employment are shown

fraphically in figure 10. The model implemented at NPS does
not utilize the MAC macro expander or the macro libdbrary.

The design of a new computer system (or the modification
of an existing system) is wusually 4initiated with the
realization that a problem exists whose solution is Ddoth
important, and not economically feasidle in some sense. The
P4 system is intended to be used in cases where a problem
has ©been defined and a system architecture 1is to Ye
developed. In response to this probdlem, the designer
develops a solution concept. This concept includes the
algorithmic portion of the prodlem, and some computer
organization which hopefully will solve the problem within
the various constraints.

At this poirt the designer describes this solution
concept in terms of the P4 system. A P4 prozgram (P5)
consists of a discription of the computer system
organization ard capabdilities. As we will see later, these
descriptions are Petri-Nets, and in order to make use of the
heirarchical nature of these nets, ani to express system
organizations in a more concise and convenient manner, a

, macroprocessor was incluied in the system; although one \is

‘ not used in this thesis. A P4 program can be either a " pure’

; PS5 description, or can make use of the macro facility, in

. vhich case it is referred to as a P5M description. This
[}

description of the solution concept is then
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evaluated in a dynamic sense and produces an analysis of the
system’s predicted performance.

The performance predictions are made on the bdasis of the
execution of a Petri-Net simulator. This simulator operates
on the P5 description of the proposed system. A complete P4
program which is to be evaluated by the Petri-Net simulator
consists of three sections: a hardware sectioa, a softwvare
section and a dynamic section. The hardware section consists
of a description of the basic subsystems of the computer
system and some degree of subsystem interconnections. The
netvork which represents hardware is quantified in terms of
its operation in time. The software section consists of a
description of a Petri-Net which represeats the algorithm to
be executed on the system. This net is quantified in terms
of the basic functions which are to be required of the
hardwvare. The dynamic section contalins certain output
instructions and specifications of the Petri-Net’s initial
conditions. Formally, bYoth the software section and the
hardvware section are merely descriptions of static Petri-Net
structures. Performance prediction comes from the attachment
of certain significance to the ,h structures and certain
restrictiors on the movement of tokens or markers within
these networxs.

The dynamic nature of Petri-nets is used to approximate
the actitively of the oproposed computer system as it

executes the algorithm of interest. Accordingly, the two

Petri-Nets, software and hardware, can be viewed 4{n a
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requester/server context. The software or algorithm makes a

series of requests for the services of the computer system.
The computer system fulfills these requests according to the
constraints of its design.

In the hardware net, events roughly represent operations
in time. A collection of one or more events are used to
represent a functional unit and its temporal response to the
hardware control constraints. Token movement through the
hardware net represents the data and control flow of the
hardware system, A simple example of a& P5 hardware
description is shown in figure 11.

The software net’s events represeat basic requests for
service. For example, an event might represent a request for
an integer addition. The flow of tokens, which is initiated
by a single marker on the event BEGIN', represents the
logical flow of the algorithm. An example of the hardware
and software net is shown in figure 12.

Once these two Petri-Net structures have been defined,
they can be executed together in a manner which will
simulate the operation of the computer system, The
interaction of the tvo nets s controlled by the
‘requester/server token arbiter.’ The network simulation
begins with the marking of the "3EGIN" node of the software
net. This net is then executed according to standard Petri
rules. The arrival of a token at a place in the net is
interpreted as a request for service, the type of service

depending on the type of the place. Upon arrival, the
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arbiter is notified of the request for service.

The arbiter removes the token from the net, and allows
the software net execution to continue until such time as no
further moves are possible. At this time, the arbiter
initializes the appropriate hardware units wvhich correspond
to the requests by marking them with tokens.

The hardware net is ¢then executed one step. If any
tokens reach events which correspond to completion of
requested service, the arditer 1s notified. Here again, the
token is removed, and the token of the software net whose
movement caused the original request for service is replaced
by the arbiter. This cycle is repeated, with the execution
of the software network, followed by execution of the
hardware network. A PS5 dynamic section and the P4 results of
the examples shown in figures 11 and 12 are shown in figure
13.

Examples were tried by Cox and predicted results agreed
vell with actual measurements in most cases. Some cases with
wide discrepancies pointed out a significant characteristic
of the P4 methodology. Yhen maximally parallel
representations of the hardware and the software are
provided to P4, the resulting prediction {in most
circumstances represents the "best case’ execution time.
This means that in cases where a system has been either
implemented or simulated at the bit level, P+ predictions
can be compared with ©bit 1level timings and used as an

indication of the efficiency of the assemdly code generated
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by either manual or automated means.

The results Cox received 4indicated that the P4
methodology provides not only a simple and accurate method
for predicting computer system response but is economical of

modeling resources as well.

D. LIMITATIONS OF THIS APPROACH

The Petri-Net is a concurreant control system model of
demonstrated power; however, Cox indicated that it does have
some limitations, perhaps the most significant of which is
its inability to represent conditional events. Petri-Nets
are not abdle to handle these conditions as they are
traditionally designed. Some work has been done on
developing extensions to Petri representations which
consider this situation though a model which Ddasically
represents data as tokens is difficult to extend to data
value dependent situations.

Cox indicated that these extensive modifications do not
appear to be justified in view of the intended operation of
the performance model. In general, the 1linear mathematical
models which drove his research can be characterized by a
sinzle or at most a few main computational 1loops. The
performance of the 1loop calculation drives the overall
performance of the program. These loops can bde represented
as linear code, and their performance evaluated, Using this

methodology, the conditional path problem is avoided.
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Another limitation of the P4 approach stems not so much

from the concept, bdut from the realization. Both softvare

and hardware must be described in terms of descriptions of
Petri-Nets. These descriptions are ~“programs which are
subject to all of the problems of any human generated
program. |

Experience has shown that the representation of existing
computer programs and algorithms as Petri-Nets is usually
straightforwvard. Few errors have occurred at this stage. The
automatic generation of these descriptions from a FORTRAN or
other alzorithmic language source may be possibdle.

The representation of hardware structures has proven a

bit more complex. The hardware Petri-Net program must

carefully include all explicit and implicit 1limitations to
concurrency which the system will 1impose. This reauires
careful consideration of each design, and careful
programming, sometimes by persons without significant
programming experience. Ir hardware systems which make use
of variadle time intervals for execution (such as the data
dependent nature of completion signaliag devices), some
average propagation delay must bYe substituted. This
complicates somewhat the p.ugramming probdlem by demanding a
detailed analysis of some subdb-systems, and by including
"average performance” figures.

There is one other property which should dYe mentioned.

Currently, there 1is considerable discussion of "data flow"

computer architectures. These are machines which would bde

| 5




based on the principle of executing instructions in response
to the arrival of operands rather than in response to some
sequential or explicit control flow. These machines are
conceptually 1important because programs expressed in data
flow form are free from sequeacing constraints other than
those required by the algorithm, ard a processor using data
flow representation can achieve highly parallel operation.
In the Petri performance model, all programs are expressed
in essentially a data flow notation. A Petri performance
prediction as previously described makes wuse of all the
possible parallelism of both the hardware and software, and
is thus "best case” in some sense.

This "best case” prediction property stems from the fact
that when properly represented in Petri-Net structures the
hardware and software descriptions describe potential
parallelism on a global bvasis. The mapping of requests for
service into actual hardware operations makes use of this
global parallelism, and the limits are only those explicit
in either the hardware or software. It is this property of
the Petri performance model that makes it useful in the
evaluation of the efficiency of generated code, and makes it
a valuabdle tool in investigations of compiler and language
development for highly parallel machines.

Cox’s initial experience using the P4 methodology has
shown that performance predictions based on dual Petri-Net
representations of hardware and software structures are

accurate and efficient in terms 0?2 resources required to
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make' the predictions. Additionally, the system is easy and
sufficliently general so as to permit detailed investigations
of alterqative computer system organizations such as would
be expected in the design and development of a new system

such as SEAFIRE.
E. SUMMARY

The Petri performance model has some 1limitations which
must be understood before it can Ye properly applied;
however, when intelligently used, it comes very close to
fulfilling all the goals of an ideal design tool intended
for use in the conceptual development of concurrent computer
system organizations. The next section deals with the actual

implementation of the technique described in this chapter.
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VI. IMPLEMEN N/EXPERIMEN cE

A. INTRODUCTION

This section provides a description of the hardware and
software model for SEAFIRE and how this model was executed
by the Petri-Net simulator. Some of the detail that was
required conceraing the actual functioning of the SEAFIERE
software was not availadle and therefore certain assumptions
had to be made ir order to develop these netsworks. The
results of the analysis 1is covered as a function of the

number of target loops (TMA) generated.

B. A DESCRIPTION OF THE PROGRAM

A discussion of Computer Software Data Flow at the CPC
level was provided in Chapter IV along with a diagram of how
the CPCs interface (Figure 5). Since 1t was decided to
perform the analysis at the ceC module level, a
representatior of the hardware function for each module {s
best represented as a time interval delay as predicted by
the cortractor. Tadle 1 depicts the contractor’s timing
estinates for ecach module in the Automatic Track Mode. These
figures have been rounded off for ease of implementation.

Figure 14 represents the SEAFIRE hardware (Machine Net).
Each execution cycle (D1,D3,....D268) is utilized for one or

more of the C?Cs of Table 1. The interrupt cycle represents




the first seven CPCs 1listed. These interrupts occur at a
rate of 645 per second; and since one cycle equates to 100
usec, one interrupt would occur approximately every 15.5
cycles. The other calculations are linear representations of
the execution time for each CPC.

Figure 15 depicts the best estimate of how the software
functions for STAFPIRE in the Automatic Track Mode. Steady
state was assumed so that the designation function could be
ignored. TMA was first executed for a total of two target
loops, then was varied on additional runs. The intention was
to determine the loading capacity for the SEAFIRE computer
at these varying stages of number of target loops. The other
routines are interrupt driven from a clock and are depicted
in the overhead loop.

As previously mentioned, the Dbasic simalator vas
available in a form which ran on a CDC-5708 computer. A
large amount of effort to modify this simulator resulted 1in
the proegram of APPENDIX A that now runs oan a PDP-11/5@
minicomputer at NPS. Computer printouts of the resultant
output is not provided as it was felt that it would not have
been of significant tenefit to the reader. The results of

the aralysis are discussed in the next section.
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Computer Program Time Per

Components Execution(12dus)
Executive 1
SEAFIRE Input Interrupt 1
SEAFIRE Output Interrupt 1
NTDS Slow Input Interrupt 1
NTDS Slow Output Interrupt 1
NTDS Fast Input Interrupt 1
NTDS Fast Cutput Interrupt 1
Control Panel Input 4
Control Panel Processor 6
Director 6
Designation kd)
Target Motion Aralysis 260
Alphanumeric Display 12

. Symdology Display 20
Built-in Test 3
Continuous Monitoring 129
Data Extraction 3
Clock Synchronizer 1

SEAFIRE COMPUTER TIMING ESTIMATE
FOR AUTOMATIC TRACK MODE

TABLE 1
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Rate(Hz)

490
69
60
16
16

60
10
69
16

60

20

60

60
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C. PRESENTATION OF RESULTS

Initial results showed that the performance of the
SEAFIRE system under development was approximately 3I2% below
design goals. Detailed analysis of the performance
prediction showed sigrificant problems ian the methodology
used to rpredict the performance. The multiple cyclic loop
structures that are presert in the SEAFIRE hardware/software
representation present deadlock 1like competitior for the
hardware resources. Several times during processing it was
evident that one cyclic loop would gaim “control” of the
hardware to the exclusion of all other processes; this loop
consuming all hardware resources availadle. In a real time
system, an TExecutive routine would drive the interrupts
tased on a clock. This reflects a problem of using the P4
system as it currently stanis to model real-time (interrupt
Ariven) systems.

Subseaquent experiments 1indicated that the computer
program flow could be manipulated in a cyclic (synchronous)
manner to approximate ar interrupt 4driven environment.
Although the results closely replicate the contractor’s
predictions concerning the timinz estimates required for
program execution, a ¢true representation of the real time
fire cortrol program was not created.

It would also have been preferred if the processing of
the embedded microprocessors could have bdeer dincluded;

although it would have deen rather simple to implement at
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this 1level, the results would not have been significantly
altered. A lower level of detail ( ie, software running on
the actual hardware ) would provide the expected output of a
faster, more efficient fire control solution which is less
dependent on the centralized processor concept.

The final timing estimates indicate that the proposed
software design will meet the Navy’s processing time
requirements and have the capacity of exparsion to include
additional functions as system development proceeds.

After further analysis, the structure of the programs
were modified so» that a maximum number of target loops could
be accomplished without consideration for the administrative

functions.
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VII. QCONCLUSIONS AND RECOMMINDATIONS

The U.S.Navy and DOD are not doing an adequate job of
specifying and developing the criteria to be used as
standards for computer system evaluation ard the prediction
of their performance. The tools are available, but yet past
methods are 1implemented without considering innovative
industrial ideas. Only token amounts of furdine are expended
where the payoff 1s the greatesty in early conceptual
development phases.

Despite the advances in these areas, the question also
arises as to whether the DOD can exploit these iieas with
the support of industry. A number of approaches have been
actively pursued over the last few years, however, there is
not currently a firm direction in employing these new
techniques in industry or DOD.

A new dimension for the analysis of computer
architectures has emerged. These methods can enhance the
performance of computer systems and create an iterative
atmoshere between industry and DOD which 4is required for
future systems development.

The methodology presented 4in this thesis should bde
considered as a partial effort in this direction. The
approach 1s theoretically sound bdut its implementation
requires a more thorough analysis with appropriate tailoring
far tts implementation, The rapid development of computer

achpoicey dictates that the DOD ve adle to vetter cope with

a2




this pace. Further research and development into the causes .

and the nature of the problem of simulating an 1interrupt
driven real-time combat system 1is highly recommended.
Section V menticned that the P4 system is directly analogous
to data flow computing models. If the problem is inherent 1in
the P4 system, it may very well be inherent in data flow
computing models, which will irhibit their use in this type

of analysis. For this reason, it makes further research in

this area 4imperative prior to other implementations. It is
recommended that this and other methodologies be explored

further and hopefully utilized in the near future.

83




‘.
Y, VRS - TR R g TR

e e 4

PR

APPENDIX A

PROGRAM LISTING

Tue Mov 27 06:18:55 1979

Page 1

petrinet. ftn

-
w ~ -
. ~N [
[« 4 -« [+ 4 w . o
o U [« N 2 - N
- xx o = ~ -~ O
< wa o [ D D= W O
- -0 ~ > - 3w I
o = w - a2z W 0
2 - ax = < < 235 -
- ¥ [T -~ n —_ >»9
(2] xZ <~ co w caczx O
w . ™M oI — oD
[+ 4 > ~ - [ o Al e
W xa MmN oo 4 IO
> W) - "N o g I Z -
x W v N o W LWOoL 4
W NI n - Ok - w
o] [ 4 NN W ~ o~ zZ
~ [en) - oz (] [ =2 ) O
o -2 [T, 2 4 ~D e~ . e oD o o~
(= N Z = - o c c3 w ~
L w x - v~ = W wuwe2Z -
w -2 [ [N C—~C . o s o F
Wi o0 Z o~ w e« = Nl - 4
> wie . oz ~ N C @
] [ 4 2 ~ - ~i -t - el « O
w < B~ BT g ] U g W s w C
=4 (0% o . n .~ Z g~z X
I [ AN aY) Z M - =aMe- O
[l ) [VaXs 424 — - x <(D T I
W 2 N <o o 20C0~~
& N ~ <L wZr < P> ZT ¢«
' —_ - W W~ 2 oawz -
— Q. w> W IT ~ I~TELLIZ—
24 22 4TS nN —~ M ~O RSN )
b <Xt 2~ - D (o] [Va L SN ab= a u & o~
u [+ 4 N a— e nen — X [aQral qUAVE LY o &)
o (6,15 4 —wie SN~ XY O — A b= D
(o] =) WSO e = 2rne s CSENnNUS ~
z xu Z N ~ e )~ WATLILOXO WIWIILII—ZO
< Q NN et a2 DeoLac SOZCuL2 ©
o 4 -t ZXTZ O st T I Yt T G
[&.] ww O C Ol - qdda C ataaIdaz2oC
Q —0 SWE OwZ=2t—_ — 4T T - —F ZETEZE>>2
a Ic 33 FOLWQZ J eI i n s A i S
a -Z D DW—Z—0da Odul<g?D Ou—uunuuXl O
LVvcL OoZZ2TWHuo QOO OZ =i O
—— —— w—d =g
v < ')
o — [aY]
< (=] <
(=] > (=]
LLLLLLLLLL [ (&) w

-
~~ L]
N (Y- ¢4
~ - —E
~X c 200
[+ 4 o4 o axc
- o -2z
Z - ~— - <
'S (1Y) Dux
> [» 4 O-
w™ [T xd
< - P4 [=)- 4 TH
it - w O
wI ~ 20
b ] M no
e - wc
- wn LDZN
X~ wn D
ate (4 V] >0
wr— ~ (VU ]
~ —>C v o~ oow
< > Z Z2 < Z
- Z - @ WS -
(= .l - N £ Q
- NVfe'4 Z —tn oy
z [+ 48 - [N alty
— uwz ~ 0 wo
A £ . = oS a
= [X7p] - -
w [TAN 'S aw
p=de d NXYO0QA - L
a - n-co o<
p o - -3 Z (g 7Y}
~ £~ —— et I (@13
- - —u> L
- - g TR N *a
~ we - ZXN D e
[+ 4 2™ N ~suc o) >
x e * W= )X~ Llad o
[2 4 Qan> - cWEr-< [o W e 8
WX WEZ D —Z-Y D249
=0 ZIZTZTOCX —~t—nN -
S ZO0D+-ul S2Z2xZ2a —WO
— — CC «CC 0
—d =_. . ErTWIS AG—u

Lo 2dLAI0 a3 23 W
Od IJDAgadZ J20%0D O
Ve LLLLLW ne2wo

[ =4
I
o
>
(&) [(S1 8 LOLL

—-MNMTU OO C=NMNI N O~ 0.0'230567890121..“56789 C=UMIP OO C UV INOLO0 C
ot oot ot ot ot ot ot ot et o=t \J AN NN NI OSMAMNY AN T T 3 EEEEEEE NV T gV ValValial ol o)

84




Page ¢ Tue Nov 27 06:18:55 1979

petrinet.ftn

-
o
- |
o
-
~N
LINTY ] -
=0 v
ud = - wn
- . Tl
- « - faV]
(TS ”~
We ~N 0 x~
Qe N W w\o
>Q. . Q D«
-2 - 0O =2
s 3 T 20
- o N ZC
-0 Q. =z
nZ ¢ D N
- X [] <
o= W Q oI
—w > XN Q 0
22 <\ = * =
Qee T = S~
_— = M xle
wa om ¢ s aAaD -
<0 ) 0 wawzuvw
- - - gSu 0024 W
0Nt W @ » OZC>nN
ww & O- AT 22—
33 c ——C-
gdg xn s« T
£ ~Q trmeN.mQ Z
- a DK DN D
~u CSe O (r+neie-
Hil = o X XODT e L
b O - COoO0!
=N AN A2 S~ T
I Ol ya
D2 DN X X2 Z
O uaZ ws @
ZZO0Z =T A JIdI=-ul JD
whax -od.Jlld—o -0
QAAWOXKO AdLYOIWS
Couzu~- VLOLE Lvaw
Lad e
c ©
> N
L ] —
o O
Lo [

(S18)

NS(255,3),NFRE(999,2),
+4),KTRNS(255,3)

(KNET,KTRNS,KEV,KTR)
i
S

A

F

N

3

v

1]
TEVMP(10)

= NN\ b
DZZTZXN—N
CCCQ 2 Z2
[s S 2 RTRN TN NT]
TC2ETI=—3 3
DO X —t> =
NLLLIOA O
ey

WHICH HOLDS NAME.

a C @
WX X )
—uwoza
Zx0OQa
(o 42 L™
O DZ
axzac
w
W -

FINITIONS
0

D E

~emmD>
UM T W)
- an e
— Z2ZZ2Z
Nt Nt Nt Nt
) e o
wwww
Z ZZ2Z

DEFINITIONS

NTRNS

.
~~
W (=]
W L
x .
(T8 | 1)
-t 2
= << I
- Q. ny
w axw o
N - Q
- w o O
2 a s > -
[ xa nNo
Z 2 Wi O~=0O
- O - - N
w = O OO
£ 2 0 2% 2 - ~
o ow -y - [=elo)
[onl o e £ 2 Z O O o
Ze= =0 —t e - o
Ot ety o xcC - - Ol
=) D ——t— D ~D .
—e 2~ -~ 2 x O -~
<t <0 wwia D om0
o ol - > W w e
Zh= - Wie=p—  _J ~Z 0w
< [ 3 - xZ o - C=
X0 Ow w4 <« omUIO
Lol S Z aZC - Ch~ o0
(v a W s
Lo aocC - CC a il e—
ow w —_—— O ~x )
- Ww - C Mg -
W20 >=2w xx pv | L - 4
Sr—ae-m w el Llwn
<O0AD3 —t—p ) ZuI>e—
Zava™ C Z2X w wCcwXI
= et 2 - IXX>
e n cC < A~
‘2] aa — N s
~— P~ et (/5] N ot s P N
-] N W o~ O ottt D
. - 4 - £ o
ZZ Ze w -~ a —WITILTN
e &2 OO0 CLLOT
L B, ] [s Tl Wl Z Db pom
e = s C— adqQIC
xXx o w e —_J2 53 T
Z2Z = Z 22 Ot buwd
L O etbm b =
<
2
n
>

LLULLLLLLOLLLLLLLLULLLLLLLULLU

—SNMNINOSCOC—~AMIP OO C—AMIVNONTCC—AIMIUNOCO ONIMI OO0 O—~NIMINONT OO
DO O0O0DO0O OISO DDOODOOLCCCCTTC0T0 OO D O D vt vt vt vnt ot vt ot vet o=t e \J

P Gt gt et Pt et G Pt Gt et Pt ] G Gt G Y Gt Gurd G P

85




Tue Nov 27 06:18:55 1979

Pace 3

petrinet.ftn

~

[=4

-

~ (=

cn -

o M (]

N N~ —

~O) Oemm —

-c o 3

w Q> o

Z0 [7o]

[l 4 <
[+ WK N S .

00 O=-I=— b o p
W o we x o o«
i ~2Z2ow -~ -
-~ CXxel ™M N
N N i) - -
-Z e N0~ [+ 4 [+ 4
oow «Z2ZUOMO XxO X
A~ O @aco @

WO +4+F Z2>NuX VX
SEZur>S apycoaolx
SO WIPZXXY Zul 2w
-~ XU —-C— O

—itmZ N X S St b )
TAXDww I W Z2.J £
CawuLwLaIZO0oa4202Id
VU2~ XYCCOCLC

(=

0210
0230

N
n
>
(&)

STATIC,0,0)

[&]

~

(=] (=]

oo -

ong ~

cnNOo -

(= ko | -

N O [+ 9]

CO-- =

- =

o O =z

[y @Y 4] ~

(8- o

~ O ~~ o

(=] DO fom
- - n = ~ ”~
< ~ OO —t n 0N
~ - —Cus . -~ < <
o0 0l QL (S ] - -
- C et — ~ -
X N— Wi~ Ot b nNS omn
«Caq oS ey ~ M~a - ~ O =
[ 2 3 e —~ b Q. AN = — Q. O
£Cuv M= 0 S-Cw < z2-CZ
O - D wiw ~ wia) -
Q.- [ N g -z C w 20w
2xOT Z2Z2X sxX+—1I Z [V
Ww ~Ca w—Ccao @~ @« a ad -
—_a . LI ~ Za0 - - b Bl
~2 M ~NUNLou D2 x D2 0X
ANLIE ~- N & 2ad - ~ 2w
LS ol s 4 DR R e 8 - —r~0 w —

O—YXO E=w—ww SO O=wOXD XD OQOwDXD

e sxo ZUXNQUW e sl LU a2 sutn
WOOOXNWAITITXNWOOUVENWUF-NJUOOD =N
SEZWOCOLLULOCIOEZZacocIwoDT Zuwe
29— sy TN 2T W) ZU) 27— o)
—_ L= Or dagda O LWl O— C—~ umn O
(O 15 D 0 | NS b - N [ B Lo - | ol O T T g
Zalle—_) 2wl AN S Zan-—_)
DAl CODIUL UL U CODINLACDOA00ACNIL LD
QO =~V O EZE~0VO0LCLLE~LL

< (=1 < <

0280

3 Ya) £ ~
(Y] n N nN
> o (=4 >

ggQ(S'aH STATIC,0,0)

[T
—

TX(KNET ,KTRNS,XKFRE,NXTF,KTIME,KEV,KTR)

T.NE.O) GO TN 0292

>
uIN—=Zuwn
ey s 3 LI | Bwuel o
Zur-—2 a2
-3 -
——t w2
Pad e T s Sl |t
SuWILOauZ
Q=g oLk Ww

n

0291

o
N
>
(S 1]

—OUM DD OO0 S — AN T N O DT C~AMINONEC O C=NMIIN LA O O I TN O L O C —UNIT O X Q&
NN AURIN NN RPN MMMNT T T T T3 I T T T TODNDDNDINNN D 0 0.0 0.0 000 O IISISIS I ISP~ IS~ D

et o ot e et Yt it ot Gt G P e gt Gt Gt P Pt Gt Gt Pt St Gt P =t Pd P P e Gt Bt B P P G P P P G Gt P Bt et o s Gt P P Pt P P P G P P P O T P

86




.rﬂ.!h.

Tue Nov 27 06:18:55 1979

Page 4

petrinet.ftn

- —
~ L] [+ %
[aY] [ ond s
- Q2 -~ w
(=ad Zr (=) [
o aO . -
-~ o a (=3 - -~
- - Q. += - -~ -
< w 2 W w e 4 -
[« 2oy o & > [« 4 . | - -
—_0 (VS - m [T m - ~
[ = uw ot <1 > (73]
b KN -~ wno 77 ] — (aV] 2z
o ~ o (/5] - xa
- M - wd -y [ ]
T - "o X <t - Z - ~
I ~N gV} pr of - o2 -l (=]
~ - win ] o« ~ by o -
D ~ - - on aZ -~ x 2 ~—~ o . -~
£ C© - N~ [y o [ — b L= S~ - w
— - (L 14] <) 20 s bd \J e P by s
[» & - 2 >2Z oo o - o~ - - a W e «(
[T, Pt bt —x (=] @x 0 o w - O W =
72 ] ~Q LN xE o x & - -3 an w - -~
- [ iand -z Ore ™ (=] x x - < [ - ¢ < ~
ox O (X215} - a © © [s 4 - a 2 = - d~ W -—
w X s L Lan Vo Jn of ~M W L T~ - -~ g0 -
@ O W ~ CcJ -0 C [~ s wm W= Q= Q [ 4
2 = ~ ouwi a » > [ £ J w - 2 2~ - —
= - Zml —in [ R TY] Ce Juw w & W QO <<l ~Q O <
Z & = DI -nhx ZTX O —l a2 D a4 AN - 2s oT 0 ~
~ D~ ZDZE W= = ~ I OXx_. - £ Cfiv - < [T (2]
0O I O -wZD -z NOO g - ¢ < ey e lad— - Z
x O & Ceog we » 2 ~ D ~N> > [ 2 2] pmif, Z & = o
O 2 =oxo > O O = u O -t QawWwZ Zx o un LTS -
= xe=—QO@x~ [P VE R ) ¢ xX~C Ooanun " 222 <SS <~ A~ P4
N = AaZ2O0O0 n T ~=w:-0 wo fe S N ~ )= XD O & =IO ~
SO et O N s =D u- — e e -y e LW-ZZ2 2 WO L = -
WwHZ "o W . [ 1> M) Z = _} n »— - o B k=X | T L e bt
OO Z e~ O TWE Ida e wwZuwuccu wxt wes wa Or =0 b —W
—_OWNXEO =~ 2= D> Z0 WX Y = e =T 2500 T - & =HNITW + 3%
= EN o - O =0 SHWw i Ww>x XX Cdtmrs 2 R COHZOTE- Oa
DHZNNO Ot Z DZX =X O— ZOZX 2=Z22Z222=—-22 20N X O —Z
©C O ZnZ2awl CcO - W o =i X Qe Z— - Z2Z2 0D <CSwuwIora- o
W WO E ~D I = e =022 L Zul D - D Olwuwiw = IT—oZZ5=0 o
323 -0 A3t CZ ~XxX ZIXXWw e a-Z=-0oak+-O =3I Z vl Q= == )
D> O» D=0 W2 DOx i Ll DWwu xutu lbWoxauwZ D= WX OXDLLLOOD =g
noucocnhTxrw noe —Z V@~ Z-ZZxue—Zow waroco [T al ol ol ) pad &)
-
wno o (=] [= (=]
(o = D - (=] [
nNO gl M (=] =
o> = k=4 o (=4
oo O LOLL [ (&) (S [BIA]E]S]a)a (815}

—“NMINOMCOC ~NMNMTNONCCCT~UIMNIVNONC O C—NIMNITINOMNCCOC—=NMINOTOOC—~NIMIINLCICO C
ODDVDOVOVODOVTCCTOTOCTCCOOOOOO O OO vt vt vt vt vt ot o=t v =4 o=t (NI NI N\ U N NI NI NN NN N N N T
L N el b et nanbmhanbanl LAV A X A VI A VT NI A VT g VI A VY Q VI AN TN Ty VY A W1 o VT o WAV T (VTG VA VT G VT G T A VT VT o WT o VT VT VT (T AT WL WT A W o VT VT o VT A VT4 VT o FTo VA V7 o V]

87

e




L4

Tue Nov 27 06:18:55 1979

Paae S

petrinet.ftn

-
~~ ”~~ -
o [a 4 ’
L o - []
-~ -4 (7] (]
- - -0 [}
" > (510 [ ]
— w ~ (7]
~ - P-4 N It — ~
Q. ~ -~ . «gp= w e 4
= = ul > 2n > [
w S~ 3 o « - -4
[l =] nN et o o o [S
[ [L] - - 2Z2C £ >
~un 4 14 w < < w
Ll =4 24 - [+ 4 P-4 ] &
[ ~ Land Y9 uw OoOw s -
-0 - ow - Z OoX [+ 4 w
~t £ ~ > [S — oD 3
- > - 2 p-d -~ e X - —
wo o ~ x - M Zex O —
P L] x o~ o 2 W .« =NOC T X
~ [ - O I~ P [o 4 (Ta] as x -
~ = S~ N e A w N N3 =- - w
(=] ~— <l =t O w X @ 2 N o=Dw » —
- ~ w -— - & e P VIR VY ] - ~ o= ’ >
(=] =4 J < = - X O o= A [2} 7, (& 2
- ~ - [+0) on wi - 2 e~ o~ 2 2 ki = -~
- b L) e D e N x G~ [+ 4 x Z2JT +~— w)
o w a - .~ ~ .- —_ Or = - - - <« x
Z Z I w -~ JOo — N e N Z Z wa b [T
Z s W Wl — - O & v O - . au o =
xXuw W e~ T Wi < = - ~ N2 b— ~ a O 0 ~
D= 2 L3 S = Fw oa @ © 2 o w s BRI [] o
o g M~ ~ a3 > =\t & X - Z o~ e QAN 2
W < CN ZC Z«a ~W nNeE - - - ow am— | [+9
xXxT dial' AN PR T 4 O w2t elNZ o X N IZO ) -
@ Z Zw N e e O-Dw — w0y I>> - =
~ . ofdw~ wu o [VaIT8[1Y] - I 0OZ2 N QA 17, 0 ) - -
U 232 D 2~ ANZ2 Lnae O~Xx e — S LU a4 X ~—~
N —adul o« S e g — = = oW =2 D DWO
[a\]« 4 uh-ce Z2C WG e——Z2 <l o=lf) QL C b= - < N CZ2C
X X —y - [ T | K 1o zC SO - w <t . OwO
—o w2 wz [ N NS ] 2 O Zo=E - N cOoo
Z JO SZ0D IX = O m~Iw Ww— ZXDOO0> = Oul— -—_3 00 MO N F o
H ox OTretts - 1O~ TN Chr-it -T2 [ od TR O] — N DI
—raZ —Z N _— e 2O 2T 22 I DNV NY 02 DreetN) Xtwd = Q=2
C— @ - 22 Cuw Qaucvwa—a~-Ooo - ZTIgwlrr-—I1Io C &2 L <« w WwWa
Z24D QWi 22X S-ZOo023=2—2D QWO ZTr=-ONr-0D Ywiway =—xrE T ==
e O Zr3.3 e A ettt e Z 2= ST -0 TS WHO et =0
Luagaw Dot W D2xLCuudwWduwdZ P> =X CuDau Dot LD ONIX9IYWZ
-0 W woco WO = U=l LEOSZWLECULZOW naoc [T N Sk . 477)
-y
(= c © [ o c
(=4 O e o un o
(=} v ow (=] wn ¥ o]
o > o o =] o
[R1E} LLLLCO (&8 oo OO LLLLOL (&)

~MNTINONCT C—IMNTI PO C~=NIMNINOMNTCO~AMNINONCO C—NIMIP OO0 C—=UMNT N ONTOC
FIIITIIIIITNNNDINNNINNNDO D0 OO O DLD OO IO DODDOODFTOCT 000D
(A L VT VT VT VT VT W VT VT VTN WY T N VY VL VTV W VT o VT G VTG VTG VA L G VT A VTGN VAN T o VYA VT A NT G NT A VT A VTG VTGN A VT Q VT o VT (UL VT NT VT NT N T WAV TG VT G ST VTG VL VT VTG VTG VT o YT ]

88

.




~
-~ I - -~ - ¢
[+ 4 . = ~ ~ ’
— N O~ ~ o o
P-4 . a " ~ - ~ - -
-~ Ne = W\ ~ [a Y] - -
> ~ i . QO = .~ —~ - —
[F%) [AVINNN X+ W ~ e - g - " " k
P4 L - a [ o - [} - -
- o L ud - 0 et > -~ ] - -
w o n [ [+ 4 (2] —~ > (] ~ ~ L
o =z o ] L Lt Z w w (] - -
~ - L TY] -~ wa 24 ax = ) ~ ~ 1
o L d w = w X — [T - [ ] ~ — ny
Ll )4 x w) Z W < Z -~ I N [ a
- w = ~r oD -t - ™M ] S ~5 Z
wn u Z w -« Ooa - ~ . [} - ~ruiln w )
[Ta) o (S x _ - ~ M N @ - -l p— omg
o > -~ @ © «aD (=] [ T I 3 (] ] [« %X - - )
@© 4 M o« - Qo - nw N [N ] - ATV -~ [~
- ~ . FF -~ W - nw - == [ 4 L= [ -—
L14 1Y} n D - ) - N - § M — - ~ -
O [+ 4 [Tal " o n - Z X ~ sl [ ) = - .
o [T n X A ~ 0 x 2 DINZ D OO - "
2 -~ >0 = =0 a"™ £ - - -t s~ - afy ON - -
~ - v <« ~— 2 - ax "™ ~ -~ e 3O o~ DT - -
[aV] [72] Z W Q « & [TURES - . < Nt - ~— OC n ~
= x =z E~ OD —— & N e [» T TV - e n - - -2 -
> a4 - «aa Wx =0 aX - I .~ TIO -~ =t S < -~
[} - P-4 -4 _—3 -2z ~) - .« ™M w < - Pt Nt Nt 2 —t
= = - X0 -— == -— I 0 cC -1 o —inl Wi - ~ o
[N -~ Xt ~~ ) g . n n “l N «a WX = X 5 ©
@ - I O e~ o—a 2~ -Q (OIATI ~tuw c© QW - Z o lw )
ho ] W M~ e T NOS «F g1 ~-F [Tale &g lvp) (=R NTVR O Lz xox 22 Z :
ol S CW = AN =iy e [71'Y} (AV] X o T TY] — 1O = - EFT — "
el W et b= b= bt Z - Aw2WW: N W2 X g~ N X2 A
A ~N\ ZMe MDDk afl X~ Z 220 Al N e —~e (PS4 S .
E QA = u . Wil e Z w b DWW Z ZaA ) o> a0 XUJZ e  etem S e x
o 3. AN emmAm 2~ Sl Z g~ CZW 2N W I XwWwe~22"w Www dg~Z~
o] O ww X o gD oawd X ITAO awd — ZN = = D=0 awry Wil DO O
- Coa pbCCmBem © CMe3Y NosNWw I eSS OO . -
: [1) wl N Dot <A N e I~ W=t 0T New » o ~ON<TIle Ll LI N o N [ of
P C -4 « - QA CrO . s ACHO ZW3ICI2alL2 s\l «CCrHIT2Z2~A22~ XXO-O
[ 3 L] NSO N a b= LK & = HZrANDZITTOMNIYIE & =t o\] ¢ NJ U -
o =t e T O WS DM C =N NN\l N C L W SO oD~ C~
: D= =20 =NO=Z = s IO DZ2XZ22Z =t D= e MDD S D+t 2 b b v O Z .
. C T Qau i<~ WeaNsNagtu~ Wwnoe CC ~OoCC c<dAZ QW o o e~ dopial
) Xuwalul IT> ZTr=O J=t=3F T =D _J— D XETLEIZTTWUWS SOOI RO ) dtilrtriip)= 53 b= Ot D
\ O35 Qowig—~ J—=ZQ=- 0+~ J-0\—C CIF-TISIrr-ITaa2a— Ji-d~—sakr O
L [« D>t O 10D 20A0XOIX H W2 D0XO0C>» =00 1 DXo0daduiaun 20D2xroxrwa
. -~ NTCO W=« LZOVROLOLZULIROLUERHDXW NLZLVLLIKOLL" LWEOLUIZ~~ZULU ZO0OSx W
' - ) -t - - - st -
] P . o [~} cCc o (=} coc o ccc <
. - =) —— [aV1. 0 B~ 4 wn Qe Ny M N O
. Y ~ ~ ~~ O~ ~ [ of S ¢ o o «.
H c = > oS O o DO O ooo (=}
- QU o (= v o
§ [ X
3 & ==ONMIINONTCOC~NAIMNITINOMNCOOC~NAMINOMNCO O~NIMIN IO O O=NAMNINCrTOC—N\MNMIINONTCOo C )
i O OO OOO OO D ot vt ot vt o0t vt vnd 0mt o=t o=d N\ NI NI NI N N NSNS MMM MMM T P 33 33 37 2 ST 7 2 TDIDUNnnnvnmOmN o
1 H Q MMM PP P PO I N MY M N A P NIV N N N N NIV RN NN N NI PO PN PO PO D VI N PO PO PO I I N N O N VAV N N BN RO




- - -
— ~ ~
~N P-4 N n
- (=] - -
o r—t o o
o [ ot o o
o < o o
A A L o A [
o 7] ] oI w) W
H ~ [+ 4 = Mmo [+ 4 |+ 4
m o (7' Lam [=To Yol [T ~ [T
— < (2] ne < w o <
b o o - - } - -
wn ~—~ P4 OO-- ~ - ~ ~
wn [ag ] > [l ~M < - M .
oo -~ o~ [+ 4 ZC C - > - -
b b o] wn s 4 o J 4] wn nN wn '
- wown o >0 wn [=) ~ wn
1™ oo N N~ 2 -2 A~ N o~ 7Y ] o n ~
0 - -0 WD /e~ - O x @ bt <
o ) Y= X —~e¢ O V) = —t Q [75] —
. T X « —~ Q@ Z . 7)) = 2 - !
. r~ x oun o ~N=-Ow O x w - x Ta
s n - Ce= & - ola] - — e [ - - -
Z Jw «a 3 e~ O £ = - ~ P4 e
> . - T Cul~r~ 3 - O Wt wi w - o
(o] ~ ~x - w 0~ «a ~ @ I ox o} ~ [ 4
P4 T vOo © " o~y Z I C - (=] 4 - = [ o
3 1 . N W W X Al o - g og << - &= (=2
[ 4 A = M eSO [T AN ] I ~e—3 > [Tol -
2 NX— « O - RO nx - ~ A — [Tals o .- o~ )
= CNFe— =~ - car =N © = ouwc - - @ c<C .
Sw2xsz X P4 Z<Ix I w23 — ® ¥ Z=T Dus QwZ T ;
< «CD « wacu o X > ~ W« o 22 Chk &« T v
ZW>0zZ =Z ~ IrIrxx ~ xw>2 QA +— =Aa0 . D - Z o
>l => [ =] ~MNMIT O~ N QZ W 2 £ 2O - ¢ wazw 2 -
~ D Z N O . [T I N N & ZN w W N~ ~>> N 2 N o
N AN [wd L o R et e * 4 - - N aF - > w0 0 *=e N s Z -
O W) g - w X O WO O (SN ITe R ] w OoOwoXx D0 W=l
T Sws»>o0 w . ZNErmy @xcec xcoQocco W3O oz aZ o b~ cwIaooa s
1 ® =20 X W wWaIIITwxrd>r co-0wor =_Ze) 3D OZ 0w WaZN —EZ-QNZED
a =N+-N\NN 0 -3 2000 LVLSOHC TOoWTXC NN W < 2220 Tra [N S TR
22Z2x22 X = 2 e b= Z 2 N 2Z2x2 ==t il L IVE Pdang. S by DT XZE—
] CO «CC w —_ e Qaega— O o ©C O CC «~C <z X bh— ax— 2Zox CC « C & .
r XIUWETTE = X = ASS I3 _lkJdF 0 XIWE W X P2 IO D XZTuWF s
LEI—-32 2 ~ N ) N i S I ] 33T =2 a AU~ =T J==-0 S ——F -3
C D000 ™= W Ol dO 40940902 DD >t T Al QWO DI > D=t
- N0V - QOO0 UW QECLRLOW nu20 oc LZ-oaxvoaZaw nuZ2aouvao
- v -t -
. < < o C© © <
o o - [a VIR 4 I 4 >
[ 1 (<] o o o O <
c o o [=- R S | -
.N oL O (S (W] 8] (& Lov (&1 &) (&)
& NMINONCO O—NIMNIP OO C—NIMI OO C—NAINMINONTOC—~N\IMIU ONTO O\ MNMINO~~0oC
Q@ OOOVOVOOOOONPIININININANNNSDOOODODOCVONVUITTOCCTTTTTOOCOOOOO DD D vt et ot ot ot vt ot ot st ot (\J )
Q MMM AN AN PP I M PR N P PV DPON N MMM NS MO NI I I I I I T ITTIITIIITIIIINT IS




-~
s
.
1
; - .
) (&)
i - =
3 * ~~ o
j N - w
4 .« o - o ”~ [
1 - (L] o - N x o
3 o - - (L] [+ 4 - [R) ™
) o - - — — o — o
~ - > — - — o - — ~
v o o w W - > . o W w
w ~ ~ x - [+ 4 - > ~
> ~ w .~ — x w w w wn
- - Z ~ X = - - & < -4
- he . ™M @ -~ Z - w o —0
1 w 2 [« of ~ -« O - - w 2 ——
: wow = M on = " > - - x e -
. e > 2 L AR - W x ~— o s e
3 W W 2 W W IS 4 - Talaal w o )
- - ~ v~ 2 w - w . « IZ
™ LI~ ] =] N - (1% @ [AVIV, K s g
e 0w @ - Z a > - w - @ o @
= o N x w 2 > = [aV]aV] O s e Ok
« Lo = z > - < - X =Z2r-- W
W ~ Z - x - @ Zw 2 = oz —ww @w
: LA ] - - . W oo x o cox W22 o o
ny - Z ~ O Dw D x - S z wo ~
> @« 2 ~ T N -z O+ L — ~— u'w s -~
o w o0 ~ - @ Wwe ow =2 - ~ . Sxrx O P
¥ < © ~ Ok I n C xe: N~ - N~ wad Zo - —
4 o —~w SN = A Z - 0 w NITN —~ZTE =D e P
; L@ Z I ~men (VAR A VIR /> B TX) ~ ~ Z < [AVEES VAR TN .t g Iew
! 3 O W VY~ w ZTuw —— 00 x O L O — 5 )
- -wo N T =3 _— - - ~ CelNw UCa O Nl '
¢ ] “Z—T a4 'V I« T ] b o Z — - N= WNT 20 - Ok !
4 a @~ Ch =2 W = ——  Ow - o -O~-2 a n x
- 200 - waui>" -y W D e = w AOF— DM~~~ Wi~
uw 2203 > Z W e XZ -~ ow > > Jwa [ | S —r
®© Zw - W ZIN W —w o ~D Z w W Za wer e — D
= Y~ - N s I T We e ~ ~N\XxY I -Ccc
@ O OwDdx " Wrulle. = (D T —t e O w =z —— e - WNnZ
O 0 <l o«@x ~ Swz O —-— O COw-CC © P4 az>=2=z . tomay
0 = O0oWX WI =2 W 22X Jwiu) W—Oul N -t 000D Wi nu XU XY w
0 2 =@ D NN = el DF X oy T e — N - Cc-—Zr~T =
O ™I 22—z DZX2 D XK Zm-W~AOOTwA~ D WNZNM DLV Wwul n—>-l >
we Qa—Zx CO «C W — - I wo C z Z0z22 LI o [P TR 7T] —
= JZ2_ 1D~ XTUE W JE =g ST JF - X WIS iwwl WD e XE =g — 4
W I~ _J-Zr-C 2T X J 2w O C +33IF5F >ulw Lu ——_y 2
C ¥ Cd—=uauwdDuuz D00 W a4 OuUdr—LuUII=0= D XDt )ittt wouxa D
>~ [P LY ST« 4 & P4 4TV NV OUOX OUrUOX=OLXOW wn oo o TNk {% S
-~ - - v o)
: . <o (= "9 < o
. o o (=] et (=] -
; ® - ~N w " "
: c - - — -— -
w M [S18) (818} VOO (8] (S18] - LLLLLLLLL (&)
: b & =AMINLOOC=AIMINLINTCO O—NMIINONL O O—~AIMINONL O C~NUMNI ONCOC—NNMIUT O C O |
1 & O ANNINNININNNMNMMMIMM MMM T I T T T T I T T TN DINNN 0 0 000 0 0 0 0O IS IS s
3 A C IIITIITIIIIITIIIIITIIITIIIITIIIIITIITIITIIIIIIIITIIIITIIIITIIIITIOY
<
¥
¥
g




Tue Nov 27 06:18:55 1979
(%ESKl,KNFT.ITRN;NFRE.KTF;IEV:ITR)
’

Paqe 9

oetrinet.ftn

R
1
0

MS ARE READY TO FIRE

£xN NGO

JWYOLIT
xx O C o~
_—r 0007 ~
Lol [ VEpEIVE B o)
ol w0 e
-—) @~~~
=t ettty O
—T X>-—-—QO

= Y »=t =t e O MY
< <X X X0Qe—
ox ZOO0ODw
Mo cCco O
— D) I
T )
QU dlull<C
(a] Qi QO

L Lo

MTINUE
IRING & TRANSITION = UNMARK INPUTS, MARK QUTPUTS

1330 CO
F

L 0o

ANSITION
ANSITION
02)'1

TR
79
TR
1)

1350
A

i,0) GO TO
2
K
X
E
D

N(T,2)

[s SYVIN Pogts AL B gs s 4 g ]
—F Tkl = u—
N=ZXOZxwd2
Wwit—waoneczzso-e
b Z O QY o b
[P P O I il g TR IV]
Lwow MWwOW—2Z20
U - XxXO

(=
I
[ a)
-

(S

1350 COMTTNUE

v o

U) GO T9 1390
1
L
L
0

LR VR [ B T TE— )
e e T D e e b e e e
A $ SVEL g Td .

WowiuZaela o
O 2 X ——x D

[ =]
O
M
——

THIS TRANSITION IS WIERD...

TOKEMS. .

”~~
.cCn
-3 B
CCw
U > s

wz

£

1),2)=KNET(NFRE(NEXOLD,1),2)¢+1

2)
D

ISTOPD) GO TO 1390
4
L
K=UP FRUCESS

e
QX O I
Wiy«

WUZxuy e Z XM
2Ol —
ZIO—2ZxdD2.2 O
—JO =N~ O

-

=2 Z X O

1380

v O

1390 CONTINVUE

‘21110,

MARKED WITH

*by10A1,"

*FVFNT

v
*

DDV VODMOBVBBVDOTTCCCC T TOODOOODO DD DD et ot oot vt ot wvnt 0t ot =t =4 (\J N NN NN NI NI MMV N MYV N NN ST
IIITIIIIIIIIIIT I ININCT NN INNDINDOINICINE DT NN N N IeC NN nintnnge ik ey e

92




T

o

‘.
AR 1 A 7 NIRRT 2 5P 20 L

b A A lnaa . o

4
%
i
&
i

e me e e

PTG e s

Tue Nov 27 06:1R:SS 1979

Page 10

petrinet.ftn

~
. s 4
> -
P z
- [+ 4 - -
~ ~ o L= >
n N a. (&) wj~
- [N o — ZN
- o (] | ol - w
hd o - g [72] [T
- o . - - -c
w ~— -~ - e - + O
~Z Wi [al/)] w 2 — -~ -
o [« 4 - »n @ 0 4V} (VY
[IEN w xw w = L= - wo
e~ Z ) e X D [Tl X
Z0 s x "D- W o v ws
oot ~ - LOu O @ x N < -
~ . M a4 oweoe 2 a ~ -~
T v - 2 xdD « O — nWN
- n O N F (2] - [re & -
iy} 4 N = I ~ — P xuwn
(WS o~ - N o - - 1} -u
-~ - -~ o~ o Q + X -~ 2N
~uix + N < »=0u - O ~ [+ n e
Q2 wt Z 0N =20 ny <t - -
Exa b3 a N 2 - O . O b4 [Ta w
w -t =~ =~ DO W - -~ e~ wn P-4 4
el - z Pad sl - I [ Ny -
aD=— X . O uwaE uw OZ - ~ z R >2Z
—~ N~ " ~ - - D ZX (4 S < [ o < -
— [re] 4 .~ A C =D O o o] -~ w x~
- ot~ s . W =+ b g — - ’ [V [ 2 w ¥ o~
e IR -t N oD W =W X~ x wna = — wN
~ - - rv=—-C oxOI I Cax ++ C - o w ~ [+ VT ol
- x NZS A = - Z aw O a ZwZ > [« 8 [INITalat]
Wwe — C~ w=— I C ~ QZ Q~ = A< L ~C ¥~
2Zuw - ~ O -3 a4 o ONn o~ O~ o wix N2 fo R S
x o~ (=] Lwuw™~N > w =T * =~ W w4+ K4 2 bF—da g 2
st . r22x 2Zo5uw HnH -\ D D« - I N 0O [Se'd 3 wx -
bl 1Y) [e.] N sd G20 - w — s« O W Q N C e X -
XL b wl Wi I—=x W X ¢ N~ F 202 O W=Z F aJ H
Z h—— . 2WZ - Cud = O e c—-o o o «a e "mC
—-Zow U —_2—0 DY T a- — [JV% BV | — g —ZY X Z -0 (LY
W=D - NN «aCQO ¢ Q CC Z Txcuoou [N < ——t— O~
DOx Z D2 22Z2x 2 = L2 20 WEZ ZON~ZX =2 222 x xoO2 DNV O
a = Lua CC Q0 xO £ =0 T~ Ml ol Sl ol ol < 4 o0 LV el CZ2 U=
Y = D TIFULE XO- W — syl pm ) 0 D XEZZE W »AD xudid
e 2 e TS 3S aaC T L~ -2 Z2u 0Z0C =C M3ZT I OO [+ a1 <z
< O wudZ D00 EZ=2 e = DWNLDO DoV w2 200 VU XuwZ Ottt OXD
O O = Lo O — &0 L U oW now Q—w noo Cxv
——t Rl
N c o c c
o D e n (=
M S S § I u
-~ -t —g R nd ot
w (8] &) LLLLLLLL O [ & I &) [ LW QOO L [ S

—~AMIPNONTCOOC—~NIMI OO OC—=NUIMIUVN OO C MO O~ NI OO O—~AMINONTO S
FIIIIIIIITTINDNNNNNNIININNO OO0 00000 OIS s e QOO0 DDV 0O
[VaAIV At VATV Y oYV o VAtV adV Al VoSV atValVaiValt alValV odValV ot alValValv stV ol v att st ValV ol v ol ValV alValt alValV ol Vak T otV oty oY T otV alV otV oYV aY VRt VYT YV oYV ol Vol VX Vo TVl VoYV ul Vol Yot Vol Vo W¥ol

93

FR




.
Do

; -
- ~ -
B N =
x -« @ w
3 . - T - > .
) = o - w o
- - [ SIS o
o > - > “w @
f ~ wt ol W x -
o ] a = a >
! - — ~ w - z o
g . + ~ 2 -~ w - w
3 wn - ™M . - M a w X
a, Tal b4 - L ] . - o o - o
, i " AT * MmN < N X -
@ - o T ot LY B ww o
© - x N w Z NN ww>op
LY .. - w <~ [T AT g w ceoes o
3 u e ~ v 2 xz - N W o —dTD
3 < o Z W=t zZ - 2 «a w2 -
4 . @x r~ Lyr=— G n @ w =x —
i ~ W - = s > Z - @ <awuk <
b N =4 - O > =l w X ™ W ZNO~ n
. . cung ~ — - - Z o~
m > [=4 ~ ~ Pdar B B = Z e Z OOWD -
! c n n T O — g & . - - I e EZS c
3 P=4 wn - — - J [aYpl ] [ od (4] —~ - a —_— O
4 -— -~ ] wn o~ «LZC Cw w - g ro o aQ--a — -
T o - ~ v D —ru O i ] w . N0 W W I . o
3 = . - N o T €2 s U e > —WkF® W
o - 2 ~ - D™ —S w a4 ~NTwn o ZOXS D )
~ > —— - w s Q 24 z SNk w ==Caax C
o N O < ww W X=T—OXIT <t ~ D (N Cuwirg S
a ~ O ~ X (44 zZz 2 T LT =z Z e az N a@nIr —
- n - < b | wZ o ~ [l - AW>TIN @
- < -~ x Z © Ww —maagcCa u V¥ 2w o T o~ e~ N
- - = B -~ AN X3 ZwDOLlew (] X o 2N - 1 1+ x
-— ~ o W N - aa =-UuWLo & N N\ oa v ey
v " N OxX—w XD < W RZ = X " w e e— W @
0 - Z ww b~ 4 FC +—u Z—X\“-C we— TOAZWSCY = M~ ~—~—~ -
3 © rw +ZXx Zu1 we w - WY OdIODXZ x WwIN ~TOZ—~NY O — NN O
[« 8 (=3 —_——t Nl r—~— Zw D -\ C-COoOWX Tk o W\ N W - a e N\
~n ZZHDZ - Z e Z Z Dz - NAZZW 2 2 NS> X £ IS =2
W NI NNW G e = @ cc n Z — —X— C ZC ~0C - ww O
—_-DO b= Z DO 2= X = D r®¥T WY w4 =—xr->D XWUTUWIT w N nn 2
I X2~ X~ - Z O AS I T IC—-J ZQlWr-0O ar-23+-33 I O oo <
c O=N\l WOoLWUINLD Ou O w2 DO = ~aIZHu DI ZwZ D>t OO = e e O
>~ CxX zOL—Zaix—E O— O ow nu U 0 O oW (7] FaY UL RIE) o
hast . L
. c o c o
-~ - ~N ™M fod
@ w w w O
[ =4 - — — -—
T (&) o v (SR E) (18] LvLLLL UL v v uu LLLLLLLL L
+ —SAMITIPORCOC —AMINONRDVOO—~AMIP ONTOOC—~NMNTIN LA O O=NM TN O COO—NMNIU Lha 0 S s
U ODOOODD O rt vt ot ot ot o=t ot ot o=t s YN NINAINI NN MM MM MM T T T T3 T I T T T IIURDNDNDDINDIN O
Q 6666666666666666666666666bb666666666666666666666666666666666




T

PRSP S

.
PO o aeiil

5SS 1979

Tue Nov 27 06:18

1e

Paae

cetrinet.ftn

~ ~
Qo z o ¢ - n
W w' o~ -~ ot W [
W Qe L W > [ - -z o2 -
oo » W - - ~ C - -~
w> -2 ~ z n WZr—-Zu -
RXOW 2w (<] p o L« 4 Wz woe
D =i Wwo o [« W N
LWNNO DOD>W — w o - - il W
CHoOa DOr-w L] - > 2w I “w
L 4 20 oux Z w w O O= -
QA-Na L oa - =2 a = Or=nNy) Q
O =~ ZW [ fw. ] W - Za 2 b3
WX aF = [+ 4 w = ~ (2l AV c
[s 4 o2 d VY] wo o x w .« ™M <uw I ()
—D> Tl o 3 ~ - I -2
QOEWx I — - — MmN -z W -
[T oL dee  TE } O (= - . - - ~e—iul X -
Z JA0> w22 ~ M hend - X nw n wWZ>—0 —
[l 2] W Ol M ~ - <« - Vol g @ DOuwtwr- <
—ZwW <IT> - - et S o~ N < -t 2
VST W Ju! ~ ~ [+ 4 -0 ~- Z Tauwu < -
OO0 a0 b= o o Qo ~ x .~ - n x QX EXT jo SEEEEN
=< o g | w! - - < 24 - - Z - @x <O+ = -
Swl) ~F - ) p=d ~ Q - 2 4 — x = ID2Q [
- JC= woT - -2 o w 2 4 - n - - I = u w
000 -4 - w w = w Z X ~ P Y i TR N ) x zZ
o2 >=-u o~ a [« < w o @ - IM —C v u
VIO O a a ~% 2 . ~ Z -4 > o~ 1Y) ~ aa X AN -~ >
< [ [+ T¥1 3 P-4 [0 4 - -t w Xx a I e L e o [~ 7Y
X S =% ) D oI w Z < ~ = N D aduw .
~ANO «a Waer Ui (S /) a o~ S a = U - 20 aa w
X=2Z0OFT T w —Zul x = o - < Z Z ~ANX ) D=l O «a
L2l Y] =T oo ~ I - a ~ W [+ SENTY) ~ CNFF-Q T 0O ¢ @
w3 xda Qu W2 [T ¢ 2 I > Z D - — e T Y R VR TT ] ~ O
o W Zht D e~ . .~ >0 T e~ o O - = e g < au-—C M
T XX & = T oD DT w3 ~ +0 - wuwlXx QO QAuw>»™DN D >wlu<g » - XX
Ol - 5 Zr e W — <w © o o waag -~~~ N 2l o =0 G O Q
oxXANI W 3 .~ S~ =3 S € IND X W ZND - qQND W o«
- a Z2Co ZIe=ui ——~ — X QUAWOCTe =N\ g = s W2 @O -
MNuINN— N gy 0 W= X e X 3D s Z X 2wl o e O ZS e ¥ -
- Z W 220 =~ O e X COF~AN X am SAEWICCr ZZ-NO = D Xx
ZADNNY wa =" Y W DwX = 20 msmiNe a —EOZ—~NDx <« g Z w0
CELWO >> whHi O Ot cCO s—Nn\M-=— M~ NSNS oLbLlu &« ©C - - ©
ZODDDA Wl VXTFT DVA2w ZN=2ZUZE Q02T & & =N DI=NZ2L2Z == =~ +=— D
xoccoc 2= w O Ll VU o Bl ol Sl ol i Yl - S ST TR 4 C SC OO w uw O <o
OCWW) ZUWN D2 rtte ) et D e Qe b T = D XWwauz s -~ -~ & Z o
OIxaa W Js - w~Z2Jd T Iz CCrunNUnNg -G DI T33 LWwauas -~ QRO
DLW OuOd O2oLODIDVULLIIZLOXD XXWw Do IXOD ZWNIdm—Q. < W it
L2 C=C0O OC—LOOLOUF— =" il = YW NAOL=Z LY ~ u"Xx
- —y
c c o c (= [+
=] — nNo™ 4 [~}
~ ~ ~ ~ ~ o
— -t -y - -t Lol
CLLLLLLLLL (& o (BTE) LLLULLLLL O

~“OAMIN OO OV INLHOCC—IMIN O CCC—~NAMNI PO C—NMINLADN0 C=uMITINO~O0C
OO OODOOLOOONIITIPININASNSNCOVOVOVDVDDVVNVCCTCCCT0TTOOOODOOD DD vt vt vt ot ot o vt b ot ot N\
LCOLOLOVOOVOLOVIOOLLOLOOOOLLLLL O OOV OOV OOOOOONSISISII SN

95

-




AD=A081 607  NAVAL POSTGRADUATE SCHOOL MONTEREY CA F/6 19/%
COMPUTER ARCHITECTURE PERFORMANCE PREDICTION FOR NAVAL FIRE CON==ETC{U)
DEC 79 D M STOWERS

UNCLASSIFIED NPSSZ-79-006




Tue Nov 27 06:1R:55 (979

Paace 13

petrinet.ftn

o
-
[+
-
D
[ ]
(=]
(4] )
=
. -t
~ - [ od
- Z x
] W -
* > -~
-~ w (=
Mo o -~ )
[ o ~ o -~
xo o~ Qe N
[T ] o = hn (3
ko) Z Wa x
sSC sy lWi ¥ o W
D o L Yo T 1 4]
- g v A~ I
— TN e D
| od 53 [ 2R T 2« N2
w ¢ =X T W~
=2~ Z e "~
-y X o a—Z—
) = =OMmU~ &
Dl — 02X = "
ool L) W st O~ -~
.~ s X o> I O N
-~ WP UWEFCe= o

H NN

~ - L= O N OOO
—aaw 0N oL —muwnun
[OrTe «ly) gDt Z b= aN\J D ™~

Cww > C WOWwrs

—-NY wZ WO OZDwX D s~ I
Q@ e Z2x
gt X I DO I P b s T
—— et 2w O S S - WG
OULLINHO LuEINaxWrrXwz

1810

(&) w VY

*STRING'
A

RETURN

MAME TABLE,
"IPOINT'.

AYMMY)
R3(90,3)

COUNT NUUMBER OF ACTIVE PROCESSES IN TABLE
ENTRY

@!
1

MF OF EVENT OR_TRANSITION
GENERAL

ENTER MA

INTO THE
POINTER TO ITS

C wZCk0O
WO Z
OO XE W

SURROUTINE NAMEIT(IPOINT,STRING,XOUNT)

1900

LL CooLLLLL

.
=
fem |
-
[T 9
[+ 4
(7Y
>
Q

z

<< x

= o

~ 'S
b 3

& —
- w

~ W

(= ~

X — Yt

Z ~ -

<Ny x 4. pd

- < =<

e~ < [

——C -~ O

a (Do > @M= —u
i~ Q =AU~
23U N= Ho2u22

—a 2 Z N D e
X ZH-NTWO~AUD=~D +
-\ e alx =022
Netbm NN oFT = o3 ag
WNEXIe~d —qAWZ S
NE A2 N2 N0 Z -
WELZ TR i ettt b XX
EZ20mJu) X x 22
SN INCZ>~Z0 NN
S Z2NSr-AN AN T +=F
oL axoncorocsa
AR AIVE- € PR LIV [S LolTV e o [0 P
—E2F = 2 O+
> O O QAX
TLVCOO OZ O &

1920
1921

w W [

MR OE O =AM IN L O C = NMT N O L O O=~UMINONDE C— M I ONTO O—AMINONX 0 S
ANINNNNAINNNMIAMMINAAMMNNS I I I I I T I3 T JUNNININUDNNNNN 0 0 O 0 OO O 0 O-ORIsI PP D
S N g e Y N e o i o e o N e e el il el

96

SN




(43

Tue Nov 27 06:18:S5 1979

Pace 14

petrinet.ftn

w
> -
[ o] ¢t >w
by - -~ $ oo
© - (= © (] (4
A > [ - ~ [} Q0
b [ o] < [ [ o o
had Q - — ’ N
bant [&] [ «r~ - y 2
O w [ O L I 90
N - =2 o [ ] 4
. n () -~ LSS > )y NG
A W oz T [a) N~ [~
Ll [ [ Q. r= adl] x -0 )} <«
ban] w [+ 4 b3 ) [=] [Fe 1 wr
* = (oY ~ - < - » = -~ (] o
~ (LI LT7)] P ~ ~ L3 [] <
O k 4 2 2= - [ -~ @ o -1 s o
L - (= — > 2~ a w - — [] -
= - x x2 2 -0 T 2 - D . ] oz
[y &4 w — b - x2 S 2 w 2 ' w
(e L] . [, 7] ~ P bt 2 <« - —_o t 2=
Ll 21+ 4 ¢ L [N - [ ~UN0 - O o [ 8 e
Sp- . > LYY L] — -t - o -0 - 1 -2
C—: ¢ © Z - - “— 2 o nsa -~ 1 5=
T . — =2 g b=~ — - o sWZE - O
— - e w O oma c 22— & e o = = -~ W - ) ad
OOk o a > N~ O W o a — [l Sl 2 0 <
caz ° m — O, - o0z - — Z - « D ee = & O
] » L~ ~ —eiy) 7,20 Q== Q bl x ~ D Z2D=— - § D
~ O " b~ S - Oww - C = a w [ = 22 - 1 ol
Mo ¥ - < 250 ~ e z Z pe] - D e x ¥ Z2
O 0w ua £ W =g NS~ N - -3 ~ < a2 1 v
N - - - T2 X2 owd z > A oOow 2 a < 3§
- @M@ <a~ W dd =N\ =2~ - a 3 =4 2 =0 U -2
=30 D Zuwm o 2 ) vt “-aq—- Z O ~ ) XY ZOw [7- 2 B S |
CaCc @ «-ny H ¢ —ZuWe I @ & - —-C <Cr t o
*ZO A « O w W= nZE HHNDO = w b o< gL ZOm s [ ] h 478
Z © (2] o Z Tz WAEE = O < axL OZ = o w < 1 O
q* o qluie = st — by T 2O —te & b= - = O =0 " - - P Lo
&~ ol P - © €N Cwwp - — = EN W A~ wiha - [+ 4
o o st e 2 e ) D =A 22 IO~ Z 2 D W =2 =) O = 2 2 1 WO
HAWXOr=T I W O Wi c ozZ2<eaw o Cc = (o] £ O aqQuw [+ 4 C I wo
3D O=F A=) x s WF i) =S = g D X € WE W e~ == O [+ 4 I xw
had Loalanllilt-A - ¥4 Y () 1 o4 -2 2 - T =0 ® £ =2 —Z : Ord =0 [« of [T - 4
LoOXW 20 axa2 p >t Or=OX we 2 >0 >wd O Oxa wWa 2
~LZT@x oLu- TOW w oOC oOoVu X . [« 4¥V) w o OO0 - LWEU Tw w
-
o nmn oo c ©
o nn IO o ©
o [ [ X =3 o ©
o —t —r - O
ce U QLU CLOLL w [a]alSIE]8] LL LOL (S (S oo O LL JLRLL

=AM IVONT O C~UIMINONTOTC=AUMIUNChTO C—~UMINOMCOT C—NM I ONT O O—=NMIN OO ©
DVLCOODDVDVDOCCTCOCCCOITODOODOODC OO wi vt vt ot =t ot ot ot 0=+t (NI NI NINI N NN M AN N A PN T
PSPSPPS PSP PSP PSSR PSP IS S P 0 60 00 O 6C Q0 OC O 80 &0 €0 60 a0 G0 0L+ G 60 6C 6C 60 &0/ & €T C & oG &C 6C a0 € & & aC a0 & oD & a0 & o

97

R N N




Tue Nov 27 06:18:55 1979

Page 1S

petrinet.ftn

~ X
[72] 2
x a Z
[72] Z - W~
W) x > L ¢ O X -
~ -2 - w o -d I O &
(=] > ) ~ w o Z - -
w o<z § - w 9 (=] Qo
- > ~ D we - Z w a (]
(72 z OI x D - - X X x
> Oor=k | TS - « C - - w
- xZZ e w IO 2 @ [
o W o=tome § [ Qo) I o - Z W P4
< Ox 1 (1] ~— g~ - wo o= W —
oos wZ c wo > (]
- w [} [ et VZ Ox o ~ ¢ D ] Q
w ail-N1 > a—t = @ Z2 x Z . a
wd ) Dr~ — ng fon ) Qo <« . ~ o) [ ]
-J < ) [Ty noe zZzJ = I o . - 3 (=)
~ = 8 omn - WD x O O - -4 o -4
x«<z ) ~ [ f -] - X - i < [oal — [75]
[72] o0k o [ V] ~ DOw wi - W < o 4.
4 wla - uu — ) (72} Z O (7] a - z
HY | wu.o b - oo -y a ~— Lol /2] x W -
b4 x IS¢ [T [+ 4 e N x [ ¢ X w S~ v o -~
o Du. Lo wid WT o~ 2 a o 2 J ax © w ™M — -
- wZx e &~ (TS ] -t < <« wwoeo u n a © W [~
s MNasz | o A = [ 4 -3 D NI w © N (L) o
Oz [ ] x ~ M - NS [+ o C uwuaxa ocoa = N - N
wo Z2xwnd 0 o D A2 - X O = NN o8] o O <
- ! xX o an S =~ n 24 — o e C < - L [
D DOZ2 ) e~ N © s WO -~ x2i OOw "o e > < —
= W) e (x OO sl ~ Cox Ju O Z Ch-— —~ o © o
—— Db=te ) IO W P w - w DT IO v - - O w O [ >
"t w22V W W -t --C IXx « X = xa~oCCQ = (L]
w DOl @ D\ Qs VY= =2 - b N e——-NOO2 D &~ ()
c> J ot L3N - ac x L n «© ~ ne L) o -~ L—c — e
g 42D VWD = T HO - @ »ngy X SO N==O~A~I X o X+ n 1o
X >rFD) NZ NN\ N~ oc el N Y W DT w0 ASOrECew [ ] O o < O e
P-4+ 4 2OV N = N\NNODFN A IO 4 Z D 2 X Wi . ot e o T n O
<qSa - [/ WX ELEIXYONWeD> «» —C2 UdalC 2 ~w=WZ WoyxyOCCs o= - - 474
| qd W) OIULA~ZNWZAD— =D~ O J D NG x0Q-wOuwo D20 wo o W T oo
D QLI OLONAUZI=C = o0 a0 2 +—z O xx . oo S oo - O
= D= CNDNOVIO=_JZZ > sQ—~Q W o D = @w~09 w D0 W x2 w Za
v a2 I ZNaANCCTWAX =Dt~ it T NCINE ~-NLUddr-D—2x 2D ZCii—- 0 o
D W=Dt =HZTZZridZ2 Y O IO e i NN D= NZ—~DNIIODZ2N-NIDZ 220 Z2 T
=axal Q C Waiw-CaWwiZ20O~uw U ool rIDCT=Lu L UO=COr-0Om w2 =uw WD
OZ DIt WIWwTAdAdddZION «I=N=ZWN NIC=NEIIODONZ ormtrmt =Y 2K b= =ttt = DZ
= 2N =ZE3e— =~ C S CFZIY W~ ZUCDwZ Z2 C- Z F -
>D>0dddI4ad JO WHoOx na OULNOITINDE: OLuuw SDuT0L0 O au 2 S
DOLCLVCCOOXYUW =L O L X CFe i Oy =0 O == O &£ —
— -l
- n v < r cC v c
oD o > - - N "
o0 c < < c © c c
NNy N N N NN n N
QULOLLLLL o O LoLu w [ S [ &) [ S & ] o Lo

=AM INOCOC—~MITINONTO Ot UMIV ONCT OIMI N ORI O C~NMTN OO0 ©—~NMNITINOTO ©
FIIFIIITIZINNNNINNONDNDNN D00 000 0000 OISR SMODRODODDDCO00 00000000000
€0 & QL &C €. 60 €0 € ¢C 60 6C & & € &C & aC € &C D €C & aC aC & AC: 6C 0 0 A0 & A0 & & & &C &l €0 & &0 00 &L W& €0 A & - W & e &L WO

98

LIRS RSN




Tue Nov 27 06:18:55 1979

Pane 16

petrinet.ftn

‘e

>
«
[ 2 x
- ox [+ 4
< [ <
=) -
~al w
b3 (=14 b o
L o [+ 4 [ S
[~ [« 4 O~ [+ 4 w
o w =2Z w w >
N 20 x (2] o [~
- >t o d P> <] [
o [ oo Yoo - - - L (=
- wa e N -4 n
-z - bt v
o (S 1) (V-4 o L4 o
(2] w [« 4TY] [ o -
—0r =171 - z =z
~ Wi =uw ~ [+ 4 ~ ~ w Ot
- oZ ~ - [=] wd w s o - | [ |
I 4 o a. - - oD C© - w
=] xda x >u .~ -t o - X ~ o ~ad
1Y) (=] ) O «ax [Tal a [+ 4 a O wn a xXI
. xw T @ - x o > = - a Pd
~ [+ 4 [T 4 ~ o) =z [STR S ~ L
o) wZ . aO=Z [=] [ ~ w - zw [} w ~_a
IS (=] [ o - [+ 4 — [ = [+ 4 b3 -x o
- o L] x 20 o =z - ~ @ 24 o <y i
L ~Na > < —a = Cr~ O e [L] C e~ K 4 [/2} [alN o]
g -0 w = - ~ JO @x wn < = > L B hd xoZ
4 [« S g Z > - S - O - o Z D= - C Clulw
W axx = - = x - < 2T <« — ~— H 0 w k-4
-3 cCw 2 o [ i) wi ~ " Z = 7] [ [TV Z Z~w
b3 D« g T o o] O O w - v ZxX D O N - T
C L J o © was b3 £ =2 o ¢ - - Wil 2 £ [+ 4 C =
o 40 - o0 s x waEox u~ 2 Z (L] D X I =0 D
- b ~ o~ w wJix & - He~C M N Ry re &£ = = e COQO -—
- GLi. o X TwoO ~ " D T W o w T+ N M\ - TOZ [}
-~ C T o - L O e I N -z SCErFYYX We =D -
e wd oO+w w oun Ooga =2 e e - w - o2 Z2Z IN w20 2
(722 o] NL W < +=xes U 2 e uw o = - LV AT ==~ =
r w - O O - e QW O = b gJetosem - XxZ OW=2_J.d - WO
QOO0 ~uwu i — WCY TN e NDUNS D~ - W ZIN\N=IC >N uw_oTX
222~ w20x2 D >Ed =2 = - - JIL IR T Y P-4 D >D m=ZrWer- ANNVLO>22Z10
qa—we Wwlwwo C <= < < >uozs uweae o Cc 2+ C < OO e t=t—=—
20— I =ipL21DD x OF+= WZ Wl LI WwWIOODD @ OwW wawuidd ONZE-Wi-=—-Z
L EaO~T -0O @ O =3 =3 CO = coacouro T VOO =S +-Zr-- SR Z2Z22
wwo oOoOmMxwuwows 2 > et QDIOW O W 2 = p-ti =l QONe 200
(]t A SEERTH ) 34 P 4TV [7¢] cw ac [l w Ccaw o [ a]B]. o ot of ] CXr-=~ QOUX
- &
v o [Tl c U4 o
Mm . wn no
c © c [ T« oC
NN n nN [aViaV]
[ LW LLLLL (S ] LOL VL W LL LLLL O (& ]

~OUMIFN OO O—AIMINONTL T O—NMIVN ONT O CNIMNINOMTL O O=NMIINONTO ©=IMINOT O C
VOO DO DO O D vt et ot ot st ot 0ot o=t =4 = NN NININININI NINIM MMM MM MMM N T T T T 3 T3 T T TIDDDINDOWINnNInvN o
¢o¢oco0o0c00C0O0CC0CCCCCCCCCCCOC0C0C0C0C00C00C00000000000000000000000000000

99

L

IR T




€
S
A
IT RETURNS THE INTEGER "1"

Tue Nov 27 06:18:5S 1979

STRING(10)

c D
M T
H
M
N
RD
?sy/NUMBER.IWORD(IS;IO)

N

wwd W=~ OnNXoOo

OWw T TNkl
NI »IFE =-=aZnnNn
X
I WD WMo
—— =2 =33
24 O > <L
[ a1 87, of P

Paace 17

N

.SgE(KUUNT-ZObgaTSTRNG) IVALUE
1
0
0

-

€

£

N

FUNCTION MATCHS(NUMB,STRING,NCHAR)

€
€
3
A
S

D
R
€

(= WL LLLLLLLL

2 2065 FORMAT(1I10)
C
7
)]

petrinet.ftn
1 ¢~

= TP GRS PRI L e i cae s

QO

THEY WERE THE SAMF...

GET HERE,

IND,KALLER,NAME ,MARK)
(1==)FATAL)
(10),NAME(10)

(K
1)
AG

RR
G(

¢
ME
ER

xnIg
xa2aZ_y
W = e

Nary
[T1]s 4THVY] D
AN J2 == COCOC~~—NN
HYASIJONHWI U NIENA~AS
=N At s~ PG o
DXt YN Z N OO vt
COU v wieww v e vt e
o 2 (UL L T T T4 T2, S0 1 1AL TL
MSE T3 NNOUNTLNNNNGD
20 >IFTTITSIFTIEZTFTE
N acCo

(&

- - L - LY
L] L] - -l -
< o « a9 «
o O O O O
L L o4 L L

- L - - -
- - - - -
> > > > >
D D W D D

”~~ ”~~ ”~
QNONANIO ~O
W (W S N
b et ot o et L e

O QO Q) )
We We w= W st
e - - -
W oW W~
Q00 OCcOH
- L~ W
o o e e (X
w= ot ol 2D »
NanLENZ Ny
L T T e T T T2
e ot et e
- e o) aw o
- o Qo e -
L 4 v o
—utx Gl
DVIXD 2ZO
cuoruwyrx~—a
Xo0x >xCXxuX
- e o = De
o alyl aef o o
NON JNNON DN
QUuC e g
)t Y o=t ot o

D= \MITINONDOD=NMITINODC O

MINOCTOCOC=NIMINONCO O~NMNITNONRDOC~AIMINONTC COCOOCCOC C O v rion ou gt on vn v o~ enfyy
OO OOOOO OOl OO DODDDODOCCCCCO0TOOOOOOOOOODIOTODIOO000O00
0000000000000 0000000CO00000OOO0C0000 00 0 0 0 v v vt o o vt omt o 0mt 4t ot 00t 00t Gt ot Gt s Gt S0 o e

100

LR




Wﬁn

-
o
. o - . = [N
ot e 4 e e e
g = g 9 g <
o - O O O O
- - o) o= om e
- L Y L 3 - -
< L 4
o > Q > > > > - | o
~ W W d®» D @ o (7] [7¢]
C ~ x ~ e, s~ )4 X
- NO X OoONONONON > [s 4 x x s 4 - [+ 4 -~ s 4
oW € wWdaiwguwawida - < < A < w < Wi <
[TARE o T S Y Lt ac el anbend " L b - - = — =z —
[TA N E) (SN SRR VE BN o (2} W (72} (7] < (7] « (2}
0 o |i)me wi= Wwe uwi= e F4 X x X x P-4 X P-4 x
o« N o b= = = -~ -~ - - - - - -
- b= Wi il x ¢ 4 x x x e 4 x [« 4 L 4
o CO~d OWODOO IO~ (V] w w ! w W w x
O W - Z W O J ~ J - - - - - - <
© (X® vtowt o p=o pemo o < - -1 - - e} -J . | - =
D ek o ol ) o) wp=— — < < < < L= ¢ < < -
~ ZnNNCe NONWN I ] h 4 ) 4 ¥ x x x x e 4
(LU T T — Yt D) b Sy [ S Z ~Z -z -Z [5--4 -z -2 w2
—— o - o (2 o o C—nuMmMIInor~ao M oo [a): 4 ca [ad 4 cox ca (Y. 4 ~
> W oae - aa) s o CNININININININININI—~ 2D zD pagm ) 2D 2D 2D ZD -4
(2] e - - Dv - )~ [« sheisbubetabetoiais Bleiat Lol — b —t o Pt -
2 P-4 [ Z NNNNNINNINNINY Xt X xuw i x W xWw X X i
a W o UR o Bl & - O s - ~x M ~x -x - -
[ ) o > 0000 TDO XO00000000- X [+ 4 o 4 [ 4 2 4 |+ 4 [+ 4 x
2 1w ouaxZ2a ix.d = b e e e <~ <~ <~ 1~ o~ <~ <~ <~
- xO X Ol * (= - — —0 -0 -0 — -0
[ QTEL ) wrw Wwiwa aCCCCCOCOOUE o » U, . (7o ] o) e o0 e [T 3] (72 I w0 e
Qe Jo o 2o e O- L) ODVDVIDDDWIY =xD x 2 L g b 4a =D O x } =4
Q sl » all!) o nem D> L] —— W W w w W wi w w
XNIZN N> NITNND latalataYe Yo ¥ Vo Vo Y= 3 | e S ] ~ e ~ ~ s ~ e ~ e ~ ~ e
C WEOw Cuwda a@aya Lokl AV ATS g Tl of Y. e X o T al o Fopd ———— N~ Laalenl I~ e~ Do~ ~ e~
- B L R N e T 1Y S 68 0.0 00000 ZmD o0 o0 >0 o o0 [~Ta] 20
> o - OZ atN X a0 & HCCCCOCCOCCOr~—T -z - -—_Z —Z — - —
© CIXUX XXX XXD & I Nt (Jodtpm  \Jetpm (et bt ot \Jotom O\ Joatbe
O = rorxruwira I ® 0 00 08 0050 00 aXhalLl SXC il e byl aY L) AN PlA) QX Oyl adc by X iy
M ZwIFw wilwulw | o= I O00OD0QAQOOAQMDZM X DM 3 P i D 2 I wr X DM w3 I X D e XD
QA > = " N\lNNh 22 ZuvOLZ-OuWz QW2 OIS wOQWIZ -t uwZ-Ows
NEZ2d a AaZQqClaqN X et T IUD YD =) ) =) =YY e=IUD YY) ) e
13>~ CSOS IS\ a@ XYXXXXXXXXXFFI I=FZ i3 03 =2 23 03 -3 -
1 X0XNXZXZX I XX r~ ‘o o wiowwr et et b STt | Dbt JZ it ot ) et J 2 vt ) Dot ) Dt )2
C Ca0O ©O © © ) Wbl OCLAOLADXLACOULIOXULICOOULACRLICQAULAC
C = " Wwi" U UL u" - L T e T Do T Lo Lo S (SIS 4 SIS JOITETS R IS ISy JHISISE LB IR FISTE TRy £ 1818]
o - — - —— - - L
had O ~ O O © = bl N M 2 wn K] ~ [ +]
. C €©C C © o= os n n n (oY) N n [4¥ N
& -t -t o -y - - -t — - - -yt - - -
[ N NNV NN n n n n 4V} ~N N n
c o W [
g
e =AIMTINOSOCO—NIMITN OOV O=NIMITIN O DO DM TNOMDF D=NIM TN O DO =M TN O~DOO
& NN MNP NN I T I I ITI ITIIIITNCNNINNEIINMINTN O L O OO 000 O OMMI P T
0 OO0O0OODODODOOOOOODOOOODODOOOODOOODOOCOOCOOOOOCIDOOOOOOOOOOOOOOOOO
° ‘11‘11!1111‘1111‘111111‘1lill‘l‘l‘l""l‘l“‘lll o gt gt
’
[
-~ ot e - B

101




fue Nov 27 06:18:55 1979

Paace 19

ARG s . s o6 2 T 5

petrinet.ftn

2 4 x x
« L ¢ L
— - —
w (72} (7]
x x x
- S [N
a x [» 4
[TY] (7Y} Wi
-t - |
-l -l P
L4 <z <
X b4 x
«Z aZ 2
cx (]! 4 oo
£ £ 3
- it Land ot
i X xXuw
X ax sx
x x [2 4
<~ <~ 0~
— — -
U e [/ 3K ] U, o
b 4= e 2
w (1Y) W
~ e ~ ~ e
o~ O~ (=P8

>2 22 -

- - "

VIS T VI T o VT T
aY iy a) t=lg) o)y
P 3 Dt 3 D s X
oW W - W
Wi ity =)

S =3 =3 )
o b L D P Lo L g I |
ouaogguacausz
OO =W T~=OW

[ <
N ~m
L -
N N
=M TN OP DO Ol

CCLCTCLLLXOCOCO
OO0O0O0ODOOO00000

102




1e.

11.

12.

13.

LIST OF REFERENCES

Barbdacci, M. R. and D. P. Siewiorek, " Evaluation of
the CFA Test Programs via Formal Computer Descriptions”,
" Computer Vol 12, No. 10 (October 1977).

Bell, C. 6. and A. Newell, Computer Structures: Readings
and Examples, McGraw-Hill, 1971.

Bell, C. G. and A. Newell, "The PMS and ISP Descriptive
Systems for Computer Structures , Proc. AFIPS 1978 SJCC,
Vol 36, pp 351-374.

Cox, L. A. Jr. “Performance Prediction of Computer
Architectures Operating on Linear Mathematical Models”,
Ph.D. Thesis, Computer Science Dept., UC Davis Report
UCRL-22582 (Sept 28, 1978).

Dietmeyer, D. L., "IFTRAN", Univ. of Wisconsin, Working
Paper (November 1977).

Dietmeyer, D. L. "Digital Design Language Translator -
23%;?" o, Univ. of Wisconsin, VWorkinez Paper, (Novembder

Dietmeyer, D. L., "Digital Design Language Simulator -
DDLSIM" » Univ., of Wisconsin, Working Paper, (January,
1g78).

Dietmeyer, D. L. and M. H. Doshi, "Automated PLA
Synthesis of the Comdinatorial Lozic of a DDL
Description”, Univ. of Wisconsin, Report ECE-78-17,
{Novembher 1978)

Dietmeyer, D. L., "Trapslation of DDL Descriptioas
of Digital Systems, Univ. of Wisconsin Report
BCE-77-13 (September 1977).

Dietmeyer, D. L., "Connection Arrays From Equations”,
Univ; of Wisconsia, Report ECE-?S 18, (December
1978

Doty, D. L. and G. J. Lipovski, Qevelopments and Direc-
tives in Computer Architecture , Computer, Vol 11, No.
8 (August 1978).

Ferrari, D., Computer Systems Performance Evaluation,
Prentice-Hall, 1978.

Freeman, B. A., 'Performance Evaluation Trends', IEEE
Computer Society Conference Proceeiings, COMPCON,
(Fall 1878) pp. 396-398.




14.

15.

16.

17.
18.

19.

2e.

21.

22.
23.

24.

25.

Lipovski, G. J., "Hardware"Description Languages, Voices
from the Tower of Babel , Computer Vol. 18, No. 6
(June 1977).

Loomis, H., "Memo 3.20 Prozress Report of the Working
Group of the Cqnference on Computer Hardware Descrip-
tion Languages , Working Papei (October 20, 1977).

MacMichael, A., "New DOD Effort In VHSICS™, Military
Electronics/Countermeasures (January 1979).

OMB Circular A-109 (August 1976).

Powers, V. M., "Functional Program Modules (FPMS) and
Digital Systems Design , Report NPSAS2PW?72271A
(22 July 72).

Reitmeyer, R. A, Jr., ~Computer Aided Design, Design
Automation and LSI? Xeys to High-Performance Military

Electronics”, ERADCOM (Jurne 1978).

Salisbury, A., LTC and Bruce Wald, The Computer Archi-
tecture Project: Service Prospective and Overview ,
Computer Vol. 18 No. 10 (October 1977).

SEAFIRE Proposal Vol. 4C, "Substantiating Technical Data”
(29 May 1379).

SEAFIRE Weapon System Specification XWS-17824.

Su, Stephen Y. H., “An Introduction to CHDL (Computer Hard-
vare Description Languages) , Computer Architectue News,
Vol. 4, No. 3 (September 1975), pp 22-23.

Su, Stephen Y. H., "Hardware Description lLanguage Applica-
tions , Computer Vol. 12, No. 6 (June 1977).

Weiss, D. M., "BEvaluating Software Development by Error
Analysis: The Data From the Architecture Fesearch
Facility, Naval Research Laboratory Report 8268
(December 28, 1978).

124

- . - LIPS - N P . - . @ . . - .



.
?

INITIAL DISTRIBUTION LIST

Defense Documentation Center
Cameron Station
Alexandria, Virginia 22314

Lidrary, Code 0142
Naval Postgraduate School
Monterey, California 93940

curricular Officer, Code 33
Weapons Engineering

Naval Postgraduate School
Monterey, California 93940

Department Chairman, Code 52
Department of Computer Science
Naval Postgraduate School
Monterey, California 93940

Assoclate Professor Lyle A. Cox, Code 52CL

Department of Computer Science
Naval Postgraduate School
Monterey, California 93940

Naval Sea Systems Command
Washington, D.C. 202362
Attn: SEA 62Y21)D

Douglas M. Stowers

Office of Research Administration
Code 012Aa

Naval Postgraduate School
Monterey, CA 93940

105

. LIRS N

No. Coples
2




